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ABSTRACT | A major disadvantage with fixed modulation

(nonadaptive) on channels with varying signal-to-noise ratio

(SNR) is that the bit-error-rate (BER) probability performance is

changing with the channel quality. Most applications require a

certain maximum BER and there is normally no reason for

providing a smaller BER than required. An adaptive modulation

scheme, on the contrary, can be designed to have a BER which

is constant for all channel SNRs. The spectral efficiency of the

fixed modulation is constant, while it, in general, will increase

with increasing channel SNRs for the adaptive scheme. This in

effect means that the average spectral efficiency of the

adaptive scheme is improved, while at the same time the BER

is better suited to the requirement of the application. Thus, the

adaptive link becomes much more efficient for data transmis-

sion. The major disadvantage is that the transmitter needs to

know the channel SNR such that the best suitable modulation is

chosen and the receiver must be informed on the used

modulation in order to decode the information. This leads to

an increased overhead in the system as compared with a fixed

modulation system. In this paper, we introduce adaptive

modulation systems by presenting some of the simpler

adaptive quadrature amplitude modulation schemes and their

performance for both perfectly known and predicted channels.

KEYWORDS | Adaptive modulation; channel prediction; flat

fading channel; quadrature amplitude modulation (QAM)

I . INTRODUCTION

Adaptive modulation is a method to improve the spectral
efficiency of a radio link for a given maximum required

quality (error probability). The idea of adapting the

modulation and coding to the channel conditions is not

at all new; it has been mentioned in numerous papers at

least since the 1970s.1 It is, however, not until much

later that optimum schemes for this purpose became

available. Many papers on good schemes started to

appear in the middle of the 1990s.
The purpose of this paper is to introduce the reader to

the topic of adaptive modulation to get an understanding

of the differences between fixed and adaptive modula-

tions schemes. We are especially focusing on illustrating

the big advantage in both error performance and spectral

efficiency of adaptive schemes compared with fixed

schemes on varying channels. This is done by describing

some of the simpler adaptive quadrature amplitude
modulation (QAM) schemes, when the channel is

perfectly known in the transmitter and when the predicted

channel is available in the transmitter. For simplicity, only

the most simple spectrally flat channels are considered,

where one parameter alone describes the channel. The

approach taken is to describe, in some detail, some of the

schemes for perfectly known channels published in [1] and

some of the schemes for predicted channels in [2]. The
reason for choosing these schemes is that they are

reasonably simple schemes which are optimized for

different criteria. Moreover, they illustrate the design

rules and performance of adaptive schemes in a simple
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and illustrative way. Some examples of other contribu-
tions to adaptive modulation are presented in [3]–[16].

There are many other studies on various topics related to

adaptive modulation schemes published in the literature.

To list all of these contributions is outside the scope of

this introductory paper on adaptive modulation. The in-

terested reader is referred to other papers in this Special

Issue, which all taken together should give a rather com-

plete picture on adaptive modulation and transmission
schemes, and to the open literature.

The rest of this paper is organized in the following

way. In Section II, some basic background on fixed

modulations and their performance on simple channels

are given. Here, also the topic of adaptive modulation

(and coding) is introduced. Then, in Section III, some of

the optimum adaptive schemes designed for a known

channel from [1] are introduced and their performance
is given and compared with the performance of fixed

modulations. A similar description of some optimum

adaptive schemes for predicted channels is given in

Section IV. Channel coding is used in fixed modulations

to improve the power efficiency, and this can de done

also in adaptive modulations as briefly discussed in

Section V. Finally, some concluding remarks are given

in Section VI.

II . BACKGROUND ON FIXED
MODULATIONS AND INTRODUCTION
TO ADAPTIVE MODULATIONS

Many different fixed modulation methods have been

designed for various channels and applications [17]–[24].

A modulation method is used to carry digital informa-
tion over a channel.2 Since different channels have dif-

ferent properties, the modulation method must convey

the information in a form suitable for the particular

channel in mind. This is typically done by assigning a

waveform to each possible transmitted symbol. Then,

the waveform is transmitted over the channel and in the

receiver a detector is used to find which of the possible

waveforms was transmitted. The frequency spectrum
required to transmit the signal depends on the correla-

tion properties of the sequence of symbols to be trans-

mitted and the set of waveforms used to convey the

information. More details on this can be found in the

textbooks cited above.

Since all practical wireless channels change the

transmitted waveforms by at least adding noise and

interference, the detection process is never free from
making errors. Many channels change the transmitted

waveform in more complicated ways. The simplest form of

alteration due to a channel is commonly modeled as a

multiplication by a fixed attenuation and a phase shift of

the received carrier,3 while more complex forms of fading

typically are modeled by a filter. Given a modulation
method and a channel, the detector can be designed in

many different ways. The optimum detector is supposed to

find the most likely transmitted symbol or message given a

received signal. This detector might be very complex to

implement and for that reason many less complex

suboptimum detection schemes have been devised.

Different detection schemes are, however, outside the

scope of this paper and the interested reader is referred to
[17]–[24] and references therein.

A. Fixed Modulation in Noise
In summary, a fixed modulation method carries a given

number of bits per symbol over a channel and the detector

detects the bits (or symbols) with a given bit (or symbol)

error probability. The actual bandwidth required to

transmit the modulation without distortion also depends
on the set of waveforms used, but, in this paper, we will

not go into details on this. Bandwidth efficiency will be

measured by the average number of bits per transmitted

symbol which equals the maximum spectral efficiency

measured in bits per second per Hertz (b/s/Hz) for the

modulations considered in this paper. The average error

probability, defined as the average number of errors per

transmission divided by the average number of transmitted
bits, depends not only on the detector but also on the

channel. For a channel which only adds white Gaussian

noise,4 the error probability is completely specified by the

signal-to-noise ratio (SNR) in the detector. In Fig. 1, we

2Since this Special Issue is on adaptive modulation and transmission
on wireless channels, we will here limit ourselves to wireless channels.
The same principles also apply to other channels but the channel
properties may be different.

3In wireless channels, the transmitted signal must be located in a
given frequency band and for this reason a carrier frequency is used to
obtain a bandpass signal in the required frequency band.

4Such a channel is normally referred to as an additive white Gaussian
noise (AWGN) channel.

Fig. 1. BER versus SNR per symbol for Gray coded QAMs. The curves

from left to right correspond to 2, 4, 6, 8, 10, and 12 bits per symbol.
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show an example of bit error probability5 versus SNR per
symbol (received SNR) for Gray coded quadrature ampli-

tude modulation (QAM) with optimum (symbol) detec-

tion for 2 (red), 4 (blue), 6 (green), 8 (magenta), 10

(cyan), and 12 bits per symbol (brown), respectively.6

When this modulation is used for an application

requiring at most say 10�5 in BER, it is clear that 2 bits

per symbol can be used and fulfill this requirement when

SNR is at least 12.6 dB. However, at the expense of
increasing the transmit power by 6.9 dB, such that the

SNR reaches 19.5 dB, 4 bits per symbol can be used which

means that the bandwidth efficiency is doubled. With

another increase of 6.1 dB in transmit power, 6 bits per

symbol can be used, etc. Instead of increasing the trans-

mit power to obtain a gain in SNR, a similar gain can be

obtained by moving the transmitter and receiver closer

together (if possible), since the transmitted power decays
with increasing distance [25]–[28]. The problem in most

applications is that there is a maximum allowed transmit

power and the distance between the transmitter and

receiver may vary and is not always known at the

transmitter. Thus, with a fixed modulation, one has to

choose a modulation method that gives a high enough

SNR to obtain the required error probability at the

maximum separation between transmitter and receiver.
This, in fact, means that the error probability will be

much lower than required at all smaller distances

between the transmitter and receiver.

B. Fixed Modulation in Fading
Most wireless channels are affected by fading in

addition to added noise and interference [25]–[28].

Fading is due to multipath propagation between the
transmit and receive antennas. In its simplest form, the

time delays between these multipath components are

small compared with the symbol time of the modulation,

resulting in so-called flat fading. The effect is that the

signals arriving at the receive antenna experience different

carrier phases causing the power of the received signal

(the sum of all the multipath components) to depend on

the carrier phases of the multipath components. A flat
fading channel is often modeled as an AWGN channel

with an exponentially distributed instantaneous SNR

and a uniformly distributed carrier phase of the

received signal. This particular fading channel is

referred to as a Rayleigh-fading channel since the

received amplitude is Rayleigh distributed.7 An example

of the received power versus time, when a sinusoidal

tone with constant power is transmitted on a Rayleigh-

fading channel with 1-Hz Doppler frequency, is shown
in Fig. 2. The time axis will scale with the inverse of

the Doppler frequency for other Doppler frequencies

[25]–[28]. In this example, the average received power

is set to 1 W. It is easy to see from this example, that

the multipath propagation can result in a power (and

thus SNR) variation of up to 40 dB from time to time.

By combining the results in Figs. 1 and 2, it is clear

that the instantaneous BER varies significantly from
very low values when the instantaneous received signal

power is large to 0.5 when the instantaneous received

signal power approaches zero.8

In the ideal case, we assume that the receiver is able

to perfectly track the carrier phase of the received signal,

but still the average BER will be much worse as compared

with the results in Fig. 1. The average BER is, in fact,

the average of the instantaneous BER, as given in Fig. 1
for QAM, over the probability density function (pdf) of

the instantaneous SNR. That leads to a BER that is pro-

portional to the inverse of the average SNR (for

Rayleigh-fading) rather than exponentially decaying with

increasing SNR. As an example, in Fig. 3, we show the

average BER versus average SNR for 4QAM on a flat

Rayleigh-fading channel. To obtain an average BER of

0.001, we now require an SNR of 27 dB instead of 9.7 dB
on the nonfading channel. In fixed modulations, a link

with fading is normally designed based on a given

operation point of the average SNR, resulting in large

5In this paper we use BER as abbreviation for bit error probability.
6The expressions for the BER of QAM are rather complicated for

higher constellations. In this graph, we have used the approximation given
in [1, eq. (9)], see also [17]. This approximation is accurate for all
considered QAMs except at high BER. The same approximation has been
used in the design and performance evaluation of the adaptive
modulations discussed later in this paper. The expression itself is not
given in this paper since it is not important for the understanding of the
adaptive modulations and their properties.

7When a line-of-sight component exists in addition to the multipath
components, the channel is referred to as a Ricean-fading channel.

Fig. 2. Example of received power versus time when a sinusoidal tone

with constant power is transmitted on a flat Rayleigh-fading channel.

The Doppler frequency is 1 Hz. The time axis will scale with the

inverse of the Doppler frequency for other Doppler frequencies.

8A Ricean-fading channel leads to somewhat better BER performance
for a given average SNR, but it will still experience significant variation in
instantaneous BER.
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variations in instantaneous BER due to fading, also when

the transmitter–receiver distance is unchanged. As we

will see later, this variation can be removed or reduced by
adaptive modulation and in addition a significant gain in

spectral efficiency can be obtained.

More advanced fading channels, when the delay

difference between the multipath components are larger

than about 1/10th of the symbol period are outside the

scope of this paper. The interested reader is referred to

[25]–[28] for more details on such channels.

C. Adaptive Modulation
With fixed modulation, the modulator (transmitter)

does not have (use) any information on the received SNR

or other channel parameters available. It is usually

designed for a certain minimum (average) SNR, which is

related to the maximum coverage distance of the link, in

such a way that the maximum allowed error probability is

guaranteed within the coverage area. In an adaptive
modulation method, on the other hand, channel informa-

tion is made available to the transmitter. In its simplest

form, the instantaneous SNR is made available but for

more complex channels, more channel information can be

made available. A simple block diagram, showing only the

important part, of an adaptive modulation scheme, is

shown in Fig. 4.

The green box represents the channel. It can be
anything from pure addition of noise to complex time-

varying filtering of the transmitted signal plus addition of

noise and interference. In this paper, we will limit the

channel to be a simple flat fading channel which only

attenuates the signal amplitude, changes the carrier phase

of the transmitted signal, and adds Gaussian noise. The

channel is totally out of the control of the link designer.

The two blue boxes represent the modulation in the
transmitter and the detection of the received signal in the

receiver. These schemes have to be designed properly by
the link designer, given the knowledge available about the

channel. Almost all transmitters in wireless systems use

some form of channel coding to improve the quality of the

wireless link and for this reason the blue transmitter block

also includes the word coding. The coding can either be in

the traditional form of coding followed by modulation

(each done independent of the other) or joint coding and

modulation [17]–[24], [29]. The detection block, of
course, has to be designed for the selected coding and

modulation.

The pink block represents channel estimation. Most

detection schemes assume that some channel parameters

are already estimated and made available to the detector.

One typical such parameter is the carrier phase offset,

which is assumed known by so-called coherent detectors

[30]–[32]. For some signaling constellations, both the
amplitude and the carrier phase of the received signal need

to be known. For even more advanced channels, an

impulse response model of the channel might need to be

estimated and made available to the detector. This block

also has to be designed by the link designer.

The blocks described so far appear also in fixed

modulation. The two remaining blocks are, however,

specific to adaptive modulations. In its simplest form,
when the channel changes very slowly, the estimated

channel parameters are made available to the transmitter.

From these parameters, the transmitter decides the

modulation and coding parameters to be used, and this

is referred to rate/power adaptation (the left red block) in

Fig. 4. However, the transmitter is by no means limited

to changing the rate and/or power only, but could also

change other parameters in the modulation and coding
scheme which influence the performance of the scheme.

We will describe how this is done for adaptive QAM

modulations in more detail later, but on a flat fading

channel, typically the rate and power is adapted such that

the required BER (or lower) is obtained with the highest

possible spectral efficiency in the channel bandwidth

available for the link.

Since processing of information is involved in chan-
nel estimation and rate adaptation, both these operations

Fig. 4. Major functions in an adaptive modulation system.

Fig. 3.BER versus SNR per symbol for QAMs with 2 bits per symbol on a

Rayleigh-fading channel.
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will result in some latency. Moreover, on many links, the
channel parameters or the modulation parameters have

to be transmitted on a return channel from the receiver

to the transmitter, which adds additional latency. If the

channel changes significantly during this time period, the

modulation parameters are outdated, resulting in poor

adaptation. To overcome this latency, a second red block

denoted channel prediction is included in the block

diagram. The purpose of this block is to use the current
and previous channel estimates to form a model of the

channel and use this model to predict future channel

parameters.9 In this case, it is the predicted parameters

that are used for the rate adaptation.

In the rest of this paper, we will describe the simplest

forms of adaptive QAM modulations and their perfor-

mance. This will be done for two cases; when the

channel power gain is perfectly known in the transmitter
and a prediction of the channel power gain with a certain

prediction accuracy is available in the transmitter. Other

contributions in this Special Issue will deal with more

advanced adaptive transmission schemes, including

channel prediction and coding of channel information

to be efficiently transmitted on the return channel. We

will also briefly discuss some other contributions to

adaptive modulation and coding and the sensitivity of
such schemes to errors in parameters.

III . ADAPTIVE MODULATION ON A
KNOWN CHANNEL

In this section, we will give an overview of adaptive

QAM modulation when used on a flat fading channel.

The channel gain
ffiffiffiffiffiffi
g½l�

p
which affects the lth transmitted

symbol is assumed perfectly known in both the receiver

and the transmitter.10 Moreover, the receiver is assumed

to be an ideal coherent receiver which knows the chan-

nel phase without error. Referring to Fig. 4, this means

that the channel estimation block delivers error-free

estimates of the channel gain, and the predictor is not

needed. We also assume that the feedback link has no

latency. This case is studied in detail in [1] and we will
use the same notation here as in [1]. The interested

reader is referred to [1] for more details.

The average transmit power, the variance of the

noise in the receiver, the bandwidth, and the average

channel power gain, respectively, will be denoted S, �2,

B, and g. We can assume that g ¼ 1 with appropriate

scaling of S. The instantaneous received SNR is

�½l� ¼ Sg½l�=�2, when the transmit power is constant
and equal to S. Since g½l� is stationary, the pdf of �½l� is

independent of l and will be denoted pð�Þ. For the
Rayleigh-fading channel

pð�Þ ¼
1
� exp � �

�

� �
; � � 0

0; � G 0

�
(1)

where � ¼ S=�2 is equal to the average SNR in the

receiver. This instantaneous SNR and its pdf only reflect

the influence of the channel on the SNR and not the

influence of a varying transmit power. In general, in an

adaptive modulation scheme, the transmit power will

vary depending on �½l� and will, thus, be denoted Sð�½l�Þ.
The instantaneously received SNR is then �½l�Sð�½l�Þ=S. It

should be noted that the pdf of this received SNR is

different from the pdf in (1) when the modulation uses a

varying transmit power. To make the notation simpler,

we will, when the context is clear, omit the time index l
and simply write � and Sð�Þ.

A. Adaptive Rate, Maximum BER, and
Constant Power

One simple form of adaptive modulation is when only

the transmission rate R ¼ Rð�½l�Þ is changed when the

channel power gain changes. From Fig. 1, it is clear that

BER can be kept below a certain maximum value, although

the number of bits per symbol k ¼ kð�½l�Þ is increased with

increasing channel power gain.11 In this case, however, no

transmission should be done below a certain value of the
channel power gain or the BER will be higher than the

maximum allowed value. Assuming that we use N different

constellations (modulations), each with ki bits per symbol,

this means that we use the ith constellation when

�i � � G �iþ1, where 0 � i � N � 1 and �N ¼ 1. These

intervals are referred to as rate regions.12 The transmit

power becomes

Sð�Þ ¼ S; � � �0

0; � G �0

�
(2)

where S is given from

E Sð�Þ½ � ¼ S

Z1
�0

pð�Þd� ¼ S (3)

9The channel model might in some cases be available beforehand, and
then the predictor does not need to update the model but only find the
predicted channel values.

10Fig. 2 shows an example realization of the channel power gain
versus time; thus g½l� are samples drawn at symbol rate from the curve
shown.

11Please note that SNR on the horizontal axis in Fig. 1 is proportional
to the channel power gain. Thus, this axis could just as well be labeled
with channel power gain.

12Please note that � is the received SNR when the transmit power is
constant and that this is proportional to the channel power gain. Thus, the
rate regions could just as well be defined as regions of the channel power
gain. The end points �i are in the same way defined in the scale of the
received SNR when the transmitted power is constant as is done in [1].
The actual received SNR will be larger since we will be able to increase
the transmit power as seen next.
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such that the average transmitted power is the same as
when Sð�Þ ¼ S for all �. Here, Eð�Þ denotes the expected

value, which in this case is evaluated over the pdf of the

SNR. This, in fact means that the transmitted power can

be increased when transmission occurs, resulting in a

somewhat higher received SNR for a given channel

power gain as compared with the case when the transmit

power is constant. Thus, the channel can be used at

somewhat lower channel power gains without violating
the BER requirement, which will increase the spectral

efficiency of the link.

A communication link should normally operate at or

below a certain maximum BER. This design goal param-

eter will be denoted BERdg. Thus, BERð�S=SÞ � BERdg

for all � � �0, where BERð�Þ is a function relating the

BER to the instantaneous SNR for the modulation scheme

considered.6 For this particular scheme, this will be
fulfilled if

BERið�iS=SÞ � BERdg; 0 � i � N � 1 (4)

where BERið�iS=SÞ refers to the BER for modulation i
(used when �i � � G �iþ1) at received SNR equal to �iS=S
(which corresponds to the lowest SNR for this modula-

tion). Now, it remains to find the N rate region boundaries

�i fulfilling (4) with equality. These rate regions will

depend on the average SNR ð�Þ of the channel.

The two most important performance measures of

this adaptive modulation scheme is the spectral efficiency

and the average BER for a given value of N, a given value

of S, and a given channel (a given �). Assuming Nyquist
data pulses at the lowest possible bandwidth 1=Ts, where Ts

is the symbol period of the modulation, to avoid inter-

symbol interference [17], the spectral efficiency becomes

R

B
¼

XN�1

i¼0

ki

Z�iþ1

�i

pð�Þd�: (5)

The average BER can, for adaptive modulation schemes,

be defined in at least two different ways, as discussed in

[1]. Here, we choose to use the same definition as in [1]

which means

BER ¼ E½number of error bits per transmission�
E½number of bits per transmission� (6)

and is given by

BER ¼
PN�1

i¼0 ki

R �iþ1

�i
BERið�S=SÞpð�Þd�PN�1

i¼0 ki

R �iþ1

�i
pð�Þd�

: (7)

The performance of the adaptive modulation
schemes described above will be illustrated by four dif-

ferent examples of design parameters. The modulations

used when N ¼ 3 are QAM with 2, 4, and 6 bits per

symbol. When N ¼ 6, we use QAM with 2, 4, 6, 8, 10,

and 12 bits per symbol. The schemes have been de-

signed for a maximum BER of 0.001 and 10�7, res-

pectively. The channel is a flat Rayleigh-fading channel

defined according to (1). From Fig. 3, we know that an
average SNR of 27 dB is required to obtain an average

BER of 0.001 with 4QAM (2 b/s/Hz) when this channel

is used with a fixed modulation. The spectral efficiency

and average BER of the adaptive schemes are shown in

Figs. 5 and 6, respectively.

From Fig. 5, it is clearly seen that a spectral efficiency

of 2 b/s/Hz can be obtained already at an average SNR of

15 dB for both the considered adaptive modulations when
designed for a maximum BER of 0.001 (green and red

curves). The actual average BER, as seen in Fig. 6, is

actually almost a factor of 10 lower. To continue the

comparison with a fixed 4QAM, we find that, at 27 dB, the

spectral efficiency is about 5.5 b/s/Hz with six modulations

used and designed for a maximum BER of 0.001 (the

actual BER is again about the same as at 15 dB). With three

modulations, the spectral efficiency starts to approach the
floor region at 27 dB, but the spectral efficiency is still

around 5 b/s/Hz. The reason for the floor region is that

there is no modulation with more than 6 bits per symbol

and this limits the spectral efficiency to 6 b/s/Hz for this

scheme. However, since QAM with 6 bits per symbol is

Fig. 5. Maximum spectral efficiency versus SNR per symbol for

adaptive QAM modulations with adaptive rate only when N ¼ 3 and

BERdg ¼ 0.001 (red), N ¼ 3 and BERdg ¼ 10�7 (blue), N ¼ 6 and

BERdg ¼ 0.001 (green), and N ¼ 6 and BERdg ¼ 10�7 (magenta).

These schemes are designed to have BER � BERdg. Please note

that the used fixed modulations have a constant spectral efficiency

equal to the major grid lines on the vertical axis (12 bits per symbols is

outside the figure).
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now used also when more bits per symbol could have

been used if higher constellations were available, the
BER will drop even further below 0.001. From Fig. 6, we

see that the average BER with three modulations at 27 dB

is around 10�5 (red curve). With more modulations, this

drop in BER can be avoided and the spectral efficiency

increased as clearly demonstrated from the figures.

However, it may be more complex to use more constella-

tions and the higher constellations will also put higher

requirements on synchronization accuracy [31].
When the adaptive modulations are designed for other

maximum BER values, a similar performance behavior will

result. With a maximum BER of 10�7 as illustrated, the

spectral efficiency will be somewhat lower than at BER

equal to 0.001, but there is still a significiant gain

compared with a fixed modulation scheme. From Fig. 5,

we can see that an average SNR increase of about 3–4 dB is

needed when maximum BER is 10�7 to obtain the same
spectral efficiency as with BER 0.001. For this maximum

BER, the actual average BER is again a factor of almost

10 smaller than the maximum BER at the lower range of

average SNRs, while it is a factor of more than 10 smaller

than the maximum BER at the higher range of SNRs.

B. Adaptive Rate, Average BER, and Constant Power
One drawback with the design procedure described

above is that the instantaneous BER is lower than the

design goal BERdg at all instantaneous SNRs except the

rate region boundary points �i for 0 � i � N � 1. There-

fore, the average BER will also be lower than BERdg for all

channels. Another design rule avoiding this drawback is to

require the average BER, as calculated from (7), to become

equal to the design goal instead, i.e., require that

BER ¼ BERdg. According to [1], it is hard to find the
rate region boundaries for this case. A suboptimal solution

to this optimization problem, which is proposed in [1], is

to assume that all the rate region boundaries for the

average BER constraint optimization problem are equal to

a constant (smaller than one) times the corresponding

rate boundaries for the maximum BER design above.

Then, the constant needs to be found such that the ave-

rage BER constraint is fulfilled. This constant will depend
on the average SNR. This optimization problem can be

solved numerically and results for the N ¼ 6 examples

above are available in [1, Fig. 9]. The gain in average SNR

for a given spectral efficiency is about 1.5 dB when BER is

equal to 0.001 but less than 1 dB when BER is 10�7.

C. Constant Rate and Adaptive Power
In the sections above, the channel power gain defined

the rate used in the transmitter, while the power was kept

constant. It is of course also possible to do the opposite; to

keep the (bit) rate constant but adapt the power such that a

BER constraint is fulfilled. This means that a fixed

modulation with k bits per symbol is used when � � �0.

If the transmit power Sð�Þ is chosen such that BER

becomes equal to BERdg for all � � �0, an instantaneous

BER constraint is fulfilled. This is obtained when the
transmit power is chosen as

Sð�Þ ¼
S
� BER�1ðBERdgÞ; � � �0

0; � G �0

�
(8)

where BER�1ð�Þ is defined such that BER�1ðBERð�ÞÞ ¼ �
and will be referred to as the inverse BER function.13

Here, �0 must be chosen such that the average power
becomes S, i.e.,

Z1
�0

Sð�Þpð�Þd� ¼ S: (9)

After evaluating the transmit power function Sið�Þ and

the corresponding lower SNR threshold �0;i for all con-

sidered modulations 0 � i � N � 1 using the formulas

above, the spectral efficiency becomes

R

B
¼ max

ki;0�i�N�1
ki

Z1
�0;i

pð�Þd�

8><
>:

9>=
>;: (10)

13For many modulations it is difficult, if not impossible, to find an
analytical expression for the inverse BER function. This is the main reason
that approximative BER expressions are used when designing the adaptive
modulations.

Fig. 6. Average BER versus SNR per symbol for adaptive

QAM modulations with adaptive rate only when N ¼ 3 and

BERdg ¼ 0.001 (red), N ¼ 3 and BERdg ¼ 10�7 (blue), N ¼ 6 and

BERdg ¼ 0.001 (green), and N ¼ 6 and BERdg ¼ 10�7 (magenta).

These schemes are designed to have BER � BERdg.
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From (7), which now only contains one term in the sums,
it is straight forward to verify that the average BER

becomes equal to the value BERdg which the scheme was

designed for.

The spectral efficiency for this scheme with the same six

modulations as used above is shown in Fig. 7. To simplify

comparison, we have also included the corresponding

spectral efficiency curves for the adaptive rate schemes

with maximum BER constraint also shown in Fig. 5 above.
In Fig. 7, we clearly see that the adaptive power schemes

slightly outperform the adaptive rate schemes. However,

when compared with the adaptive rate schemes with

average BER constraint in [1], we conclude that the

adaptive rate and adaptive power schemes have very similar

spectral efficiency when both are designed to have the same

average BER. To illustrate the adaptive transmit power for

this scheme, we show Sð�Þ=S in Fig. 8 for the scheme
designed for BERdg ¼ 0:001 when the average SNR ð�Þ is

30 dB. Here, we see that no transmission takes place below

around 17.5 dB. Above 17.5 dB, the power is adjusted in

such a way that the BER is kept at 0.001. This is often

referred to as water filling to the inverse BER function

according to (8) and (9).

In the design above, the instantaneous BER becomes

identical for all SNRs, due to the water filling transmit
power allocation. A less restrictive BER requirement is

that the average BER is equal to the design goal, i.e.,

requiring BER ¼ BERdg. In this case, the instantaneous

BER can vary with SNR as long as the average over the

SNR distribution is not affected. Thus, the transmit power

does not have to be water filling to the inverse BER

function but can be more general. This problem can be

solved with a Lagrangian optimization procedure and we

refer the interested reader to [1, p. 1570]. From the solu-

tion, one finds that the power allocation becomes different
[1, Fig. 11] and the BER varies with instantaneous SNR,

but the spectral efficiency is almost not changed.

D. Adaptive Rate and Power
Let us now turn to the most general case of adaptive

QAM modulation, where both the rate and the power are

chosen based on channel power gain information. Here,

we will cover the somewhat simpler problem of an
instantaneous BER constraint in some details and only

briefly discuss the more general case of an average BER

constraint. Just as in Section III-A above, we assume N
modulations, with the ith used when �i � � G �iþ1 and

carrying ki bits per symbol. When the instantaneous BER is

required to be equal to BERdg for all SNRs, the transmit

power must be chosen according to (8). A Lagrangian

method can then be used to find the rate region boundaries
�i, using the Lagrangian equation

Jð�0; . . . ; �N�1; �Þ ¼
XN

i¼0

ki

Z�iþ1

�i

pð�Þd�

þ �
XN�1

i¼0

Z�iþ1

�i

Sð�Þpð�Þd� � S

2
64

3
75 (11)

where � 6¼ 0 is a Lagrangian multiplier which needs to be
optimized. The optimum rate regions and the optimum

Fig. 7. Maximum spectral efficiency versus SNR per symbol for

adaptive QAM modulations with adaptive power only when N ¼ 6

and BERdg ¼ 0.001 (green) and N ¼ 6 and BERdg ¼ 10�7 (magenta).

These schemes are designed to have BER ¼ BERdg for all SNRs.

The corresponding curves for an adaptive rate only scheme, designed

to have BER � BERdg, (from Fig. 5) are also shown (red and blue).

Fig. 8. Sð�Þ=S for the adaptive power and constant rate scheme,

designed for BER ¼ BERdg ¼ 0.001, when the average SNR ð�Þ is 30 dB.

The SNR on the abscissa is the SNR in the receiver when a fixed power

equal to S is transmitted. This SNR is directly related to the channel

power gain. The actual SNR in the receiver is equal to the product of

the corresponding values on the horizontal axis and vertical axis.
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value of � are found by solving the equation system
obtained from @Jð�0; . . . ; �N�1; �Þ=@�i ¼ 0 for 0 � i �
N � 1 and @Jð�0; . . . ; �N�1; �Þ=@� ¼ 0. The solution

becomes

�0 ¼ BER�1
0 ðBERdgÞ

k0
� (12)

and

�i ¼
BER�1

i ðBERdgÞ � BER�1
i�1ðBERdgÞ

ki � ki�1
�;

1 � i � N � 1 (13)

where � is found from the average power constraint in (9).

Since BER is constant for all SNRs, the average BER

becomes BER ¼ BERdg.
The spectral efficiency of this scheme is illustrated in

Fig. 9. The modulations used are the same as before. In this

case, we do not show the average BER since it becomes

equal to the value used for the design, i.e., 0.001 and 10�7,

respectively, in this case. The behavior of the spectral

efficiency is very similar to the schemes discussed before

but there is a small gain in spectral efficiency for a given

average SNR as compared with the scheme that adapts only
power or rate. The gain is small when the average SNR is

small but increases with increasing average SNR. In

Fig. 10, Sð�Þ=S is shown for the scheme with N ¼ 6 and

BER 0.001 when the average SNR is 30 dB. The SNR

corresponding to the discontinuities in the curve are the
rate region boundaries �i. No transmission takes place

below around 8 dB. Above 8 dB, the power is adapted

according to water-filling of the inverse BER function of

each modulation according to (8) such that the average

power is constant according to (9).

Also in this general case, an average BER constraint

can be used instead of an instantaneous BER constraint.

Then, the power does not have to be chosen such that
BER is equal to the design goal for all SNRs, but it is

enough that BER on average is equal to the constraint.

This problem can also be solved using a Lagrangian

method but now the Lagrangian equation has to include a

third term that corresponds to the average BER con-

straint in addition to the two terms used already above in

(11). A suboptimum solution to this problem is described

in detail in [1]. The gain in spectral efficiency using this
constraint is very small compared with the results shown

in Fig. 9.

IV. ADAPTIVE MODULATION ON A
PREDICTED CHANNEL

In Section III, the channel power gain was assumed per-

fectly known by the transmitter when the modulation

schemes were to be chosen. In a practical implementation,

the channel power gain is never known but must be es-

timated, which means that the estimated value will have to
be used when selecting modulation. Moreover, in most

systems, there is a delay, which sometimes is significant,

between the time for which a channel power gain is es-

timated until this estimated gain is available in the

transmitter. Several factors contribute to this delay but

the most dominant term is the time it takes to transmit the

Fig. 9. Maximum spectral efficiency versus SNR per symbol for

adaptive QAM modulations with adaptive rate and power,

when N ¼ 3 and BERdg ¼ 0.001 (red), N ¼ 3 and BERdg ¼ 10�7 (blue),

N¼6 and BERdg ¼0.001 (green), and N¼6 and BERdg ¼ 10�7 (magenta).

As a comparison, the dashed lines show the spectral efficiency

when N ¼ 6 for the adaptive power and fixed rate scheme which

are also shown in Fig. 7. These schemes are designed to have

BER ¼ BERdg for all SNRs.

Fig. 10. Sð�Þ=S for the adaptive power and rate scheme designed for

an instantaneous BER of 0.001 when the average SNR ð�Þ is 30 dB.

Please refer to the legend of Fig. 8 for further explanation of the curve.
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estimate from the receiver to the transmitter on a return
channel. In systems where the uplink and downlink use

different carrier frequencies such that the channels are not

reciprocal, this delay may be significant. Other factors

influencing the delay are the processing time in transmit-

ter and receiver.

In all systems where the time delay for making the

channel power gain estimate available in the transmitter

is on the order of the channel coherence time14 or larger,
the estimate will be outdated before it is available in the

transmitter. This is common to many wireless systems

where either the transmitter or the receiver (or both) are

moving. In these systems, the error of the estimated

value will simply be too large to make it usable for

selecting the modulation scheme. Therefore, a predictor

that predicts the channel power gain into future is

necessary. In [2], a channel power predictor and the
corresponding optimum adaptive modulations are pre-

sented for flat fading channels. In this section, we will in

some detail present the adaptive modulation schemes

based on predicted channels. We will focus on illustrat-

ing the results rather than giving all the necessary

equations to find the solutions. The mathematics is a bit

more complicated than for the schemes assuming a

known channel and, therefore, we will not go into too
much detail. The interested reader is referred to [2] for

details.

The BER will now depend not only on the

instantaneously received SNR � (or channel power gain g),

which is defined as the SNR for a constant transmit

power S, but also on the predicted SNR b�. Here b�
denotes the predicted value of � and is a function of the

predicted value of the channel power gain. The instan-
taneous received SNR becomes �Sðb�Þ=S, i.e., it is a

function of both the actual channel SNR and the pre-

dicted SNR. The BER can now be evaluated using the

standard formulas for AWGN by replacing SNR in these

formulas with �Sðb�Þ=S. We will denote this BER by

BERð�; b�Þ. Then, average BER for a given predicted SNR

can be obtained from

BERðb�Þ ¼ Z1
0

BERð�; b�Þf�ð�jb�Þd� (14)

where f�ð�jb�Þ denotes the conditional pdf of SNR � given

a predicted SNR b�.15

The rate regions are now specified as regions of the

predicted SNR values and the boundaries are denoted b�i

where 0 � i � N and b�N ¼ 1 as before. The spectral
efficiency becomes

R

B
¼

XN�1

i¼0

ki

Zb�iþ1

b�i

fb� ðb�Þdb� (15)

where fb� ðb�Þ is the pdf of the predicted SNR. Similarly,

the average BER is given by

BER ¼

PN�1
i¼0 ki

R b�iþ1b�i

BERiðb�Þfb� ðb�Þdb�PN�1
i¼0 ki

R b�iþ1b�i

fb� ðb�Þdb�
: (16)

It is outside the scope of this paper to go into detail on

predictors since this is the topic of another paper in this

special issue [33]. In this paper, we will use the results for

the predictor presented in [2] to illustrate the per-

formance of adaptive modulation schemes on predicted
channels. The interested reader is referred to [2] for the

details on the predictor and the expressions for the pdfs

needed above.16

A. Adaptive Rate, Maximum BER, and
Constant Power

The optimum adaptive modulation scheme with adap-

tive rate and constant power, designed for a maximum
BER, when the SNR is predicted, is found in a very

similar way as the corresponding scheme discussed in

Section III-A when the channel is known. The transmit

power is

Sðb�Þ ¼ S; b� � b�0

0; b� G b�0

�
(17)

where S must fulfill

S

Z1
b�0

fb� ðb�Þdb� ¼ S: (18)

Then, according to the maximum BER constraint

BERiðb�iÞ � BERdg; 0 � i � N � 1 (19)

14The channel coherence time is a measure of the time variability of
the channel. A quite common definition is the time over which the
correlation between two channel power gains are equal to 0.5; see, e.g.,
[27] for more details.

15In this section, we use fð�Þ to denote a pdf rather than pð�Þ as we did
in the previous section. This is to follow the notation used in [2].

16The expressions for f�ð�jb�Þ and fb� ðb�Þ are given in [2, eq. (16)] and
[2, eq. (17)], respectively.
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where, as before, BERið�Þ refers to the BER for modu-
lation i. From these equations, we can solve for S and b�i

for 0 � i � N � 1.

B. Adaptive Rate, Average BER, and Constant Power
As with the schemes for known channel power gain,

the drawback with the scheme described in Section IV-A

is that the average BER will be lower than BERdg. With

a Lagrangian method, we can instead design for an
average BER constraint to assure that BER ¼ BERdg. The

Lagrangian equation to be used is given as

Jðb�0; . . . ; b�N�1; �Þ ¼
XN

i¼0

ki

Zb�iþ1

b�i

fb� ðb�Þdb�

þ �
XN�1

i¼0

Zb�iþ1

b�i

BERðb�Þ � BERdg

� �
fb� ðb�Þdb�

2
664

3
775 (20)

where � 6¼ 0 is a Lagrangian multiplier which needs to

be optimized. The optimum solution is now found by

solving @J=@b�i ¼ 0 for 0 � i � N � 1 and @J=@� ¼ 0. In

addition to this, the transmit power must fulfill (18).

C. Adaptive Rate and Power
In this section, we choose both rate and power

based on the predicted SNR. The BER constraint can

either be BERðb�Þ ¼ BERdg for all b� or BER ¼ BERdg.

The former is an instantaneous BER constraint while

the latter is an average BER constraint which is less

restrictive. In the former, Sðb�Þ has to be chosen such

that BERðb�Þ ¼ BERdg for all b� but the average of Sðb�Þ
must be equal to S. The Lagrangian equation to use for

this case is

Jðb�0; . . . ; b�N�1; �Þ ¼
XN

i¼0

ki

Zb�iþ1

b�i

fb� ðb�Þdb�

þ �
XN�1

i¼0

Zb�iþ1

b�i

Sðb�Þfb� ðb�Þdb� � S

2
664

3
775: (21)

The interested reader is referred to [2] for details in this

solution.

The average BER constraint can be solved using a

Lagrangian equation with a third term in addition to

the two other terms. The third term is identical to the
second term in (20) and will assure that the average BER

becomes equal to the design BER. The two Lagrangian
multipliers will in this case be �1 and �2, respectively.

D. Numerical Results
In this subsection, we will illustrate the performance

of the adaptive modulations designed for predicted SNRs.

The same six modulations as before, have been used in the

numerical examples. The three schemes above are in the

figures below denoted:
1) I-BER, V-Pow for the scheme designed for an

instantaneous BER constraint with adaptive power

according to (21);

2) I-BER, C-Pow for the scheme designed for a maxi-

mum (instantaneous) BER constraint with con-

stant power according to Section IV-A; and

3) A-BER, C-Pow for the scheme designed for an

average BER constraint with constant power ac-
cording to (20).

The accuracy of the predictors are given by the

normalized mean-square error �2
	p

of the channel gain

prediction error; see [2] for detailes on how this measure

is calculated for the predictor considered. As a reference,

�2
	p

would be equal to 0.5 when the predicted SNR is

equal to the average power which is a really bad pre-

dictor. Here we show results for �2
	p
¼ 0:001 and

�2
	p
¼ 0:1. The former case corresponds to an almost

perfect predictor while the latter is a quite poor predictor.

In Fig. 11, we show the normalized transmit power

versus predicted SNR for the two considered predictors

when the average SNR on the channel is 20 dB. The solid

curve corresponds to the almost perfect predictor and this

curve is very similar to the curve in Fig. 10. The reason

for the small difference is that the average SNR is 30 dB

Fig. 11. Sðb�Þ=S for the adaptive power and rate scheme designed for

an instantaneous BER of 0.001 when the average SNR ð�Þ is 20 dB.

Solid and dashed lines correspond to �2	p
¼ 0.001 and �2	p

¼ 0.1,

respectively. (From [2], copyright IEEE 2004.)
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in Fig. 10 while it is 20 dB in Fig. 11. For the predictor

with �2
	p
¼ 0:1, the normalized transmit power is quite

different. The discontinuities in the curve corresponds to

the boundaries of the rate regions. We can clearly see that

the boundary values of the lower regions increase quite

significantly when the performance of the predictor
becomes worse, while the boundaries of the upper regions

on the contrary decrease. In each rate region, the power

follows a water-filling to the inverse BER function with res-

pect to predicted power in order to keep the BER constant.

It is interesting to note, from this figure and some

other figures in [2], that the rate boundaries are raised

for SNR lower than the average SNR, while they are

usually reduced for higher average SNR values when the
prediction error variance increases. This is explained in

some detail in [2]. The effect is that the scheme becomes

cautious when entering into fading dips (low SNRs) and

save the corresponding transmit power to be able to

transmit at higher power when the channel becomes

good. This strategy leads to optimized spectral efficiency.

In Fig. 12, the optimum rate region boundaries for

three of the modulations are shown for different average
SNRs. This is shown here for the predictor with

�2
	p
¼ 0:1. Here it is clearly seen that the lower region

boundary b�0 is increased a lot with increasing average

SNR. The increase is faster for the scheme with variable

power since here the power can be increased to com-

pensate for the increase in the region boundary. The

increase is smaller for the higher boundaries.

The spectral efficiency for the schemes optimize for
predicted channel power gains are shown in Fig. 13. The

three curves without marks are for the almost perfect

predictor and these should be compared with the results

for the corresponding schemes in Section III which are

designed for perfect channel information. Such a

comparison reveals that the schemes using a predictor

with �2
	p
¼ 0:001 have basically the same spectral

efficiency as the corresponding schemes designed for
perfect channel knowledge. This is of course not sur-

prising and should be the case. The more interesting

comparison is to compare the spectral efficiency for the

good and bad predictors. From Fig. 13, it is clear that the

degradation due to large prediction errors is relatively

small. At the lower average SNRs, an increase of about

1 dB in average power will compensate for the loss in

spectral efficiency of the predictor with the large error
variance as compared with the almost perfect predictor.

For the large SNRs, the corresponding average power

increase is 5–7 dBs.

E. Discussion
The results shown above clearly reveal that even with

a quite bad predictor, the total spectral efficiency is

increasing quickly with increasing average SNR, which
makes the adaptive schemes much more attractive than

the fixed modulation schemes. With these schemes, it is

also possible to design a scheme that gives essentially the

same BER for all channel SNRs which is not the case with

fixed modulations. A return channel must, however, be

available for transmission of the channel gain information

to the transmitter. The rate needed on this channel and

Fig. 12. Selected optimum rate region boundaries b�0, b�2, and b�4
(horizontal axis) as a function of average SNR ð�Þ (vertical axis) for

the adaptive schemes using predicted SNR. For a given average SNR

on the vertical axis, each graph shows, on the horizontal axis,

the corresponding lower rate region value above which the given

modulation should be used. Thus, the set of curves correspond

to the lower limit of using 2 bits per symbol, 6 bits per symbol,

and 10 bits per symbol, respectively. The design BER is 0.001 and

�2	p
¼ 0.1. (From [2], copyright IEEE 2004.)

Fig. 13. Maximum spectral efficiency versus SNR per symbol for

adaptive QAM modulations which are optimized for predicted channel

power gains. The design BER is 0.001. The lines without a marker are

for �2	p
¼ 0.001 and the lines with the rings are for �2	p

¼ 0.1.

(From [2], copyright IEEE 2004.)
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compression methods for this feedback information are
discussed in another paper in this special issue [34]. A

system using the principles discussed here are described

in [35] and is also part of this special issue. The adaptive

schemes discussed above, are all based on the assumption

that the predictor error variance is know by the rate

adaptation. In practice, this parameter must also be

estimated, but this problem has not yet been dealt with in

the literature.
An alternative to designing the adaptive modulation

scheme for the predicted SNRs is to use the rate regions

which are optimum for perfectly known SNRs with

predicted SNRs. This means that the regions become far

from optimum when the prediction error variance

becomes large. This is not a solution to recommend

since the BER would significantly increase due to the

nonoptimized rate regions. Some examples of BER for
such cases are given in [2, Fig. 8]. For the larger predictor

error variance, the BER become much higher than the

design goal and in some cases the link will become

useless.

V. ADAPTIVE CODED
MODULATION SCHEMES

So far in this paper, we have only dealt with adaptive

QAM schemes. The design methods presented can,

however, be used for any set of modulations, including

coded modulation schemes, as long as an invertible BER

versus SNR expression exists. If no such exact expression

is available, reasonably good approximations can be used

in the design phase. Such an approach has been taken in

[36]. In [36], the class of trellis coded modulation used
in the ITU-T V.34 modem standard was used in an

adaptive modulation scheme with predicted channel

power gains. The conclusion is that there is a perfor-

mance gain by using trellis coding instead of QAM, but

the gain is relatively small. For a design BER of 0.001,

the trellis coded scheme gives the same spectral ef-

ficiency as the QAM scheme at about 1 dB lower average

power when the predictor error variance is small. For
larger predictor error variances, the difference is even

smaller. For smaller design BERs, the advantage of trellis

coded modulations is somewhat larger. For a good pre-

dictor, an increase in SNR of 3–4 dB is required for

QAM to meet the performance of trellis coded modula-

tion. For a large predictor error variance, the difference

is still quite small. Thus, the power gains of trellis coded

modulation that we see in fixed modulations are not yet
reached when these schemes are used in adaptive

modulations.

We have no intention here to summarize results from

other studies of adaptive coded modulation schemes. The

reader is referred to [37]–[45] and other papers in this

special issue for more details on other adaptive coding and

modulation schemes.

VI. DISCUSSION AND CONCLUSIONS

In this paper, the basic principles of adaptive modulation

has been introduced. Several optimum schemes, both

when the channel is known by the transmitter and when

then the predicted channel is available to the transmitter,

were described. More details on these schemes can be

found in [1] and [2]. From the results presented here and

elsewehere, it is clear that adaptive schemes have a large

performance advantage compared with fixed schemes in

systems when the channel is not constant during the

whole transmission. This is actually the case for most

schemes. The channel variation can be due to many

things, the most common being that the distance between

the transmitter and receiver is varying and/or the channel

experience multipath propagation. On all these channels,

the adaptive scheme can ideally be designed to obtain

exactly the required BER value with a generally much

higher spectral efficiency than a fixed modulation link. In

practice, there will be some BER variation due to errors

in predicted parameters which influence the choice of

modulation, but this variation is insignificant compared

with the variation in fixed modulations.

But, as usual, there is no scheme with only advantages.

The main disadvantages with adaptive schemes are as

follows.

1) that a return channel from the receiver to the

transmitter must be available for providing the

channel information to the transmitter; and

2) that information on the choice of modulation and

coding parameters must be transmitted on the

forward link from the transmitter to the receiver

in order to be able to decode the information.

In some duplex systems, where the forward and reverse

links experience reciprocal channels, the feedback

information does not need to be transmitted using any

additional channel resources. This is because the channel

can be predicted in the receiver of the uplink and this

information can be used to predict the channel on the

downlink. The downlink transmitter is located in the

same unit as the uplink receiver and thus the informa-

tion is readily available without additional channel use.

This is also true in the other end of the link. There are,

however, many systems where this is not the case and

the feedback information has to consume channel

resources.

The information that the receiver needs to know from

the transmitter in order to decode the received informa-

tion must almost always be transmitted on the channel.

One can think of so-called blind schemes where detection

takes place without this information, but then it is likely

that the performance will be greatly reduced. This

forward information will consume channel resources

that otherwise would be used to transmit useful data.

However, in most cases, this can be afforded, since the

overall spectral efficiency of the link is significantly
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increased. At the end, the amount of bandwidth needed

for both the feedback and forward information depends

on the rate at which the transmitter needs to adapt to

the channel and thus on the channel variability over

time (or frequency for some schemes). If the channel

varies too quickly, it might not be possible to use

adaptive schemes. One reason is the excessive additional

information which needs to be transmitted, while the

other is that the predictions of channel information will

be poor. However, for the majority of systems, the

additional information will not pose any problem, and

adaptive schemes are the natural choice. A system using

adaptive modulation is presented in [35] (in this special

issue). h
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[45] P. Örmeci, X. Liu, D. L. Goeckel, and
R. D. Wesel, BAdaptive bit-interleaved
coded modulation,[ IEEE Trans.
Commun., vol. 49, no. 9, pp. 1572–1581,
Sep. 2001.

Svensson: Introduction to Adaptive QAM Modulation Schemes for Known and Predicted Channels

Vol. 95, No. 12, December 2007 | Proceedings of the IEEE 2335



ABOUT THE AUT HOR

Arne Svensson (Fellow, IEEE) was born in

Vedåkra, Sweden, on October 22, 1955. He re-

ceived the M.Sc. (Civilingenjör) degree in electrical

engineering from the University of Lund, Sweden,

in 1979, and the Dr.Ing. (Teknisk Licentiat) and

Dr. Techn. (Teknisk Doktor) degrees at the

Department of Telecommunication Theory, Uni-

versity of Lund, in 1982 and 1984, respectively.

Currently he is with the Department of Signal

and Systems at Chalmers University of Technol-

ogy, Gothenburg, Sweden, where he was appointed Professor and Chair

in Communication Systems in April 1993 and head of department in

January 2005. Before July 1987, he held various teaching and research

positions [including Research Professor (Docent)] at the University of

Lund. Between August 1987 and December 1994, he was with several

Ericsson companies in Mölndal, Sweden, where he worked with both

military and cellular communication systems. He has a broad interest in

wireless communication systems and his main expertise is on physical

layer algorithms for wireless communication systems. He also has a

consulting company BOCOM which offers expertise in wireless com-

munications. He is coauthor of Coded Modulation Systems (Norwell,

MA: Kluwer/Plenum, 2003). He has also published 4 book chapters,

34 journal papers/letters, and more than 150 conference papers.

Dr. Svensson received the IEEE Vehicular Technology Society Paper of

the Year Award in 1986, and in 1984, the Young Scientists Award from the

International Union of Radio Science, URSI. He was an editor of the

Wireless Communication Series of IEEE JOURNAL OF SELECTED AREAS IN

COMMUNICATIONS until 2001, and is now an editor for IEEE TRANSACTIONS ON

WIRELESS COMMUNICATIONS and chief editor for a special issue on Adaptive

Modulation and Transmission to be published in PROCEEDINGS OF THE IEEE

late 2007. He has been a guest editor of a special issue on Ultra-

Wideband Communication Systems: Technology and Applications, which

was published 2006, and is now guest editor for a special issue on

Multicarrier Systems, which will be published late 2007, both for

EURASIP Journal on Wireless Communications and Networking. He is

also guest editor of a special issue on COST289 research for Springer

Journal on Wireless Personal Communications, which will appear in

2008. He is a member of four IEEE Societies. He was a member of the

council of SER (Svenska Elektro-och Dataingenjörers Riksförening)
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