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Abstract - This paper proposes that fairness in wireless
networks should be measured using one of the following
new measures: the deterministic unfairness bound called the
wireless absolute fairness bound (WAFB) or the statistical
unfairness bound called the 99-percentile wireless absolute
fairness bound (WAFB99). Compared with previous fairness
definitions, the new fairness measures are better suited for
measuring fairness of scheduling disciplines that exploit
multiuser diversity.

A new scheduling discipline called opportunistic propor-
tional fair scheduling is defined. Numerical results show that
the new scheduling discipline has slightly higher throughput
and slightly better fairness than proportional fair scheduling.
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I. INTRODUCTION

Packet scheduling is an important issue for future high-
speed wireless networks. In the recent years, a number of
scheduling disciplines for scheduling best effort and delay
sensitive traffic has been proposed in the literature [1]. In
order to evaluate and find the scheduling disciplines with
the best performance, appropriate performance measures
are required. For best effort users the major concern for
the scheduling discipline should be to maximize the total
throughput for all users at the same time as each user is
served a fair amount of throughput [2]. Therefore one per-
formance measure should be the total throughput achieved
and another measure should be the fairness achieved by
the scheduling discipline. Absolute delay requirements and
queue stability [3] are not considered in this paper.

Fairness is a desirable property of the wireless network
as it offers protection between users. This means than the
traffic flow of an ill-behaving user cannot affect the traffic
flow of another user. Fairness can be defined in many ways.
For wireline networks, the classic definition of fairness is the
max-min weighted fair share allocation policy. Generalized
Processor Sharing (GPS) is an ideal (and unimplementable)
scheduling discipline that exactly achieves max-min fairness
[4, chapter 9]. One fairness measure used when comparing
wireline scheduling disciplines is called the absolute fairness
bound [4, chapter 9]. The absolute fairness bound (AFB)
measures the maximum difference between what is transmit-
ted if GPS is used and what is transmitted if the scheduling

discipline under evaluation is used. In this paper we extend
this measure for wireless networks with multiuser diversity.

II. WIRELESS NETWORK CHARACTERISTICS RELATED TO
FAIRNESS

In order to understand what fairness should be in a
wireless network, we make a number of observations.

Observation 1: Without modification the wireline max-
min fairness definition is not suitable for wireless networks.
With max-min fairness all users should receive the same
throughput. If user D is situated on the edge of the cell and
user C is situated close to the basestation, user D would
usually need to use a vast majority of the resources (time
slots) in order to achieve a throughput equal to user C. Many
people would consider this scheduling to be unjust as the
user close to the basestation only would be allowed to use
a small amount of the resources. In [2] and [5], the authors
propose the use of link quality weights to accommodate for
this problem. The link quality weights are used to give each
user a throughput that is proportional to the quality of the
user’s link. Bad quality leads to lower throughput and good
quality leads to higher throughput.

For user i backlogged in time interval [t, t + τ ] and any
other user j the following relation is true when GPS with
link quality weights is used:

G(i, t, t+ τ)

G(j, t, t+ τ)
≥

w(i) · C(i, t, t+ τ)

w(j) · C(j, t, t+ τ)
(1)

G(i, t, t+τ) is the amount of data transmitted to user i in
the time interval [t, t+ τ ] if GPS is used as the scheduling
discipline. The weight, w(i) is the max-min weight associ-
ated to user i. It is a positive number and it can be used to
configure the proportional difference in throughput for the
users. In this paper, w is always considered to be equal to
one for all users. C(i, t, t + τ) is the link quality weight
associated with user i in the time interval [t, t+ τ ]. The link
quality weight can change over time and it can for example
be the instantaneous signal to noise ratio or the transmission
bit rate given the current signal to noise ratio.

Observation 2: In wireless networks the channel capacity
for a single user changes over time both on the short and long
time scales. The channel capacity is in this paper defined as
the highest possible transmission rate (bits/s), achieving the
desired QoS. The channel capacities for different users are



independent and varying, these independent variations can
be seen as a diversity that can be used to increase the total
throughput of the network. This diversity is called multiuser
diversity [6], and it is illustrated below.

Example 1: Consider a time slotted wireless network
with two users, user C and user D. Fig. 1a depicts the
channel capacity during 4 time slots for user C and user
D. Fig. 1b depicts the throughput for users C and D if the
scheduling discipline called X is used. Scheduling discipline
X schedules the users in a round robin fashion without
taking advantage of multiuser diversity. Fig. 1c depicts the
throughput for users C and D if the scheduling discipline
called Y is used. Scheduling discipline Y schedules the users
taking advantage of multiuser diversity. Users C and D still
use an equal amount of time slots but the total throughput
is increased.
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Fig. 1a. Channel Capacity

Fig. 1. Scheduling examples

Observation 3: The resources to be shared between the
users in a wireless network are typically time and spectrum.

Observation 4: Regardless of how the resources are used
the interesting quantity for the users is the bit rate.

Observation 5: A scheduling discipline that takes advan-
tage of multiuser diversity and not necessarily gives all users
exactly the same amount of resources can potentially give
equal or higher average throughput for all users compared
with when GPS with link quality weights is used. Note that
if the link quality weights are the channel capacities, GPS
with link quality weights will give exactly the same amount
of resources (time slots) to all users.

Example 2: Fig. 1d depicts one example on how GPS with
link quality weights theoretically could schedule the users in
Example 1. The link quality weight for a user in a time slot
is equal to the channel capacity for that user in that time

slot. The throughput for user C and D in Fig. 1d fulfils the
criteria in equation (1). The total throughput for user C in
Fig. 1c is higher than in Fig. 1d. The total throughput for
user D is the same in Fig. 1c and 1d.

III. PROBLEMS WITH PREVIOUS FAIRNESS DEFINITIONS

In order to measure the fairness of a scheduling discipline
in a wireless network, a number of fairness definitions have
been proposed in the literature [7] [2].

In [7], fairness is achieved if all users consume exactly the
same amount of resources. Considering observations 3, 4 and
5, it is not necessary to share the resources exactly equally.
Hence, this fairness definition is too strict for wireless
networks with multiuser diversity.

The authors of [2], argue that it is not necessary to achieve
short-term fairness. Therefore they define something they
call long-term link-quality-weighted (LT-LQW) outcome-
fairness. Considering two backlogged flows over a suffi-
ciently long time interval [t, t + τ ] the LT-LQW outcome-
fairness is achieved if:
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∣

∣

S(i, t, t+ τ)

w(i) · C̄(i)
−

S(j, t, t+ τ)

w(j) · C̄(j)

∣

∣

∣

∣

< ε , (2)

where ε is a small constant. S(i, t, t + τ) is the amount of
data transmitted to user i in the time interval [t, t+ τ ] if the
scheduling discipline being evaluated is used. C̄(i) is the
average channel capacity for user i.

Using the fairness definition in equation (2), fairness is
only achieved if the difference of throughput for the two
users is proportional to the difference of average channel
capacity for the two users. If the variance of the channel
capacity for one user is not the same as the variance for the
other users, the scheduling discipline cannot fully utilize the
diversity possibilities without decreasing the fairness.

Example 3: In Fig. 1a the variance of the channel capacity
for user C is larger than for user D. Using the fairness
definition in equation (2) to measure fairness over the time
interval [time slot 1, time slot 4], scheduling discipline X in
Fig. 1b would be considered fair:
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Scheduling discipline Y in Fig. 1c, would be considered
unfair:
∣

∣
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(1+1+1+1)/4

∣

∣

∣ 6= 0

Bearing in mind the scenario in Example 1, it seems unjust
that scheduling discipline Y should be considered less fair
than scheduling discipline X when measuring fairness over
time interval [time slot 1, time slot 4]. Even if this example
is a short-term fairness example, the problem remains in the
long-term case.

Note that the variance of the channel capacity typically
is different for different users. A moving user in an open
field that is in line of sight of the basestation usually has a
smaller variance compared with a user that is moving in an
area with obstacles.



IV. NEW FAIRNESS DEFINITION AND MEASURES

A. A fairness definition for wireless networks

The proposed wireless fairness definition is a modification
of the max-min fairness definition to accommodate for ob-
servations 1, 3, 4 and 5. The proposed definition of fairness
in wireless networks is that, a user has received a fair share
of the resources if the user receives a throughput that is equal
to or greater than what the user would receive if GPS with
link quality weights was used as the scheduling discipline. If
a user receives a throughput that is lower than the throughput
received using GPS with link quality weights, the user has
received an unfairly low share of the resources.

B. Requirements for a new fairness measure

One requirement for a new fairness measure is that it must
be possible to express the fairness as a quantitative value.
Another very important requirement is that fairness must be
measured over a time interval size that is relevant to the best
effort applications and users. If fairness is only measured
over a time interval that is in the order of ten minutes, a
scheduling discipline could schedule data only to user A the
first minute and only to user B the second minute and still
be considered fair according to the measure. Most best effort
users will probably not consider this to be a fair scheduling
discipline.

C. Wireless absolute fairness bound

We define the deterministic fairness measure called wire-
less absolute fairness bound (WAFB) as:

WF(i, t, t+τ) =
G(i, t, t+ τ)

w(i) · C(i, t, t+ τ)
−

S(i, t, t+ τ)

w(i) · C(i, t, t+ τ)

WAF(i, t, t+ τ) =

{

WF(i, t, t+ τ) , WF(i, t, t+ τ) ≥ 0

0 , WF(i, t, t+ τ) < 0

WAFB = max
∀i,t,τ

WAF(i, t, t+ τ)

WF(i, t, t+ τ) is the wireless fairness for user i in time
interval [t, t + τ ]. WAF(i, t, t + τ) is the wireless absolute
fairness for user i in time interval [t, t + τ ]. WAFB is the
wireless absolute fairness bound.

WAFB is measured in bits or bytes and it is always greater
than or equal to zero. Just like AFB, WAFB is a deterministic
worst case bound on the unfairness of the scheduling disci-
pline. The higher the WAFB or AFB value is, the less fair
the scheduling discipline is. To indicate that the unfairness
increases with higher values on WAFB, it would be more
appropriate to use the name wireless absolute unfairness
bound rather than wireless absolute fairness bound. However,
we choose to be consistent with the absolute fairness bound
notation.

The time interval [t, t+τ ] can be any time interval and of
any size. With the measure, the time interval and user that

gives the worst fairness is the value that gives the WAFB
value. Achieving fairness does not mean that each user must
consume exactly the same amount of resources (time slots).
As long as the users at least receive a throughput equal to
the throughput that would be received using GPS with link
quality weights as the scheduling discipline, it is considered
that the users have been given a fair share of the resources.

WAFB is similar to AFB combined with link quality
weights. There is, however, one major difference. If AFB
with link quality weights is used as a measure of fairness
and a user receives a throughput that is higher than the
throughput received when using GPS with link quality
weights as scheduling discipline, the scheduling discipline
under evaluation is always considered to be unfair. With
WAFB, this kind of scheduling disciplines will in many cases
be considered to be fair.

One difference between WAFB and LT-LQW, is that LT-
LQW measures the throughput difference between different
users, while WAFB does not. As WAFB does not compere
the throughput for different users, WAFB does not suffer
from the problem in Example 3.

D. The 99-percentile wireless absolute fairness bound
The channel capacity for a user in a wireless network

is stochastic. WF is a function of the channel capacity and
therefore WF(i, t, t+τ) is a stochastic process. If τ is equal
to infinity, WF and WAFB may be unbounded. Even if
WF is less than zero 99.9% of the time, WAFB may be
unbounded. Hence, we define the statistical worst case bound
called the 99-percentile wireless absolute fairness bound,
here denoted WAFB99, as follows:

Pr{WF(i, t, t+ τ) ≤ x} = 0.99

WF99(i, t, t+ τ) = x

WAF99(i, t, t+ τ) =
{

WF99(i, t, t+ τ) , WF99(i, t, t+ τ) ≥ 0

0 , WF99(i, t, t+ τ) < 0

WAF99(i, τ) = max
∀t

WAF99(i, t, t+ τ)

WAFB99 = max
∀i,τ

WAF99(i, τ)

V. NUMERICAL EVALUATION

In order to verify the usefulness of the new fairness
measures we evaluate and compare two different scheduling
disciplines using simulation. Two properties are measured:
the total throughput (bits/s) and the WAFB99 (bits).

A. Scheduling disciplines
The scheduling disciplines are described below, where µi

is the bit rate supported for user i at time t and µ̃i is the
average throughput for user i measured over a relatively long
”sliding window”. In the simulations the sliding window size
was 1 second.



1) Proportional fair scheduling: With the proportional
fair (PF) scheduling discipline, we schedule, at time t, the
user:

k = argmax
i

µi(t)

µ̃i

In a time slotted system the rate is considered constant
over one time slot. The PF scheduling discipline has been
proposed for HDR [1]. As the PF scheduling discipline
exploits multiuser diversity and schedules each user approx-
imately an equal amount of time [6], the throughput for each
user will in most cases be slightly higher than the throughput
using GPS with link quality weights.

2) Opportunistic proportional fair scheduling: For the
purpose of comparing PF scheduling with another scheduling
discipline, we define a new scheduling discipline called
opportunistic proportional fair (OPF) scheduling. With the
OPF scheduling discipline, we schedule, at time t, the user:

k = argmax
i





c · µi(t)

µ̃i
+

d · µi(t)

max
∀j

µj(t)



 , (3)

where c and d are arbitrary constants larger than or equal
to zero. If c is equal to zero and d is larger than zero, then
the scheduling discipline works as the max rate scheduling
discipline [1]. With the max rate scheduling discipline, we
schedule the user with the highest channel capacity at time
t. If d is equal to zero and c is larger than zero, then
the scheduling discipline is exactly the same as the PF
scheduling discipline. In the simulations we used c = 1.5
and d = 1.

The idea with OPF scheduling is to give each user a
throughput that is higher than or equal to the throughput
using GPS with link quality weights at the same time
as the total throughput is maximized. The PF scheduling
discipline usually gives each user a throughput higher than
the throughput given using GPS with link quality weights
but it does not necessarily maximize the total throughput at
the same time. The purpose of the max rate term in OPF
scheduling is to maximize throughput.

B. Simulation setup

For the purpose of comparing the scheduling disciplines
and evaluating the WAFB99 measure, we consider a single
carrier time-slotted system. The carrier frequency is 1900
MHz and the bandwidth for the carrier is 200 kHz. Each
time slot is 0.667 ms and contains 108 payload symbols.
For simplicity we only consider traffic from the basestation
to the mobile user.

Only one user receives data in one time slot. The instan-
taneous signal to interference and noise ratio (SINR) for
the upcoming time slot is perfectly predicted and given the
instantaneous SINR, the system selects a modulation format
for the upcoming time slot. Modulation formats from BPSK
up to 256-QAM are used. See [8] for the exact modulation

formats and SINR switching levels. The link quality weights
are equal to the channel capacities for the given time slot.

One cell containing five best effort users is simulated. All
users always have buffered data to transmit. The channel for
a user is modeled as a correlated Rayleigh fading channel.
Fading is considered to be flat within one time slot. The
fading for two different users is uncorrelated. The average
SINR per symbol for a user is constant. Starting with user 1
the average SINR per symbol is equal to 8, 12, 16, 20 and
24 dB.

For each scheduling discipline we ran 11 simulations. The
simulation time for each simulation is 10 000 seconds. All
mobiles have the same Doppler frequency in a simulation.
The corresponding Doppler speed in the different simula-
tions is: 3, 5, 10, 20, 40, 60, 80, 100, 120, 140, 160 km/h.

C. Numerical results

Given a scheduling discipline, WAFB99 might in some
scenarios be bounded and in other scenarios be unbounded.
For each simulation we evaluated if WAFB99 might be
bounded or not. For each user, we verified that the average
throughput was higher than the throughput for GPS with link
quality weights. If the average throughput would have been
lower than the throughput for GPS with link quality weights,
then the scheduling discipline would most likely have an
unbounded WAFB99 for that scenario. Furthermore, the
statistics of WF99(i, t, t+ τ) should indicate that WAFB99

is bounded. Fig. 2 depicts the statistics of WF99(i, t, t+ τ)
for user 5 as a histogram. The time interval size, τ , is 0.13
seconds. For this time interval size and user, it at least seems
like WAF99(i, t, t + τ) is bounded. Finally, WAF99(i, τ)
must be finite when the time interval size goes to infinity.
In Fig. 3a, WAF99(i, τ) seems to be zero for increasingly
high values of τ .
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Fig. 4a depicts the total throughput for the 22 simulations.
The total throughput is depicted as a function of the mobile
speed. Comparing OPF scheduling with PF scheduling, it
can be seen that the total throughput is slightly higher for
OPF scheduling.

Fig. 4b depicts the WAFB99 values as a function of
the mobile speed for both scheduling disciplines. In Fig.
4b it can be seen that PF scheduling has a slightly higher
WAFB99 than OPF scheduling. This means that the fairness
for PF scheduling is slightly worse than for OPF scheduling.



This was not expected but the reason can be seen in Fig.
3. In Fig. 3b the WAF99 curves for users 4 and 5 are
lower than in Fig. 3a. Furthermore, the WAF99 curves for
users 1 and 2 are higher in Fig. 3b than in Fig. 3a. As
the maximum WAF99 value for the user with the highest
maximum WAF99 value decreased, WAFB99 decreased (the
fairness increased). By tuning the constants c and d for the
OPF scheduling discipline, there is potential to decrease the
WAFB99 and increase the total throughput even more.
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In Fig. 4b it is easy to understand the magnitude of
fairness, as the unit of the fairness measure is bits. As
the scheduling disciplines are compared with GPS with
link quality weights it is also relatively easy to understand
what the fairness is. Fig. 4 gives a good indication of the
performance and also the difference in performance of the
scheduling disciplines. This means that total throughput and
WAFB99 are suitable measures when comparing scheduling
disciplines for best effort traffic in wireless networks.

VI. CONCLUSION

In this paper we have defined a deterministic fairness
measure and a statistic fairness measure. Both measures are
suited for measuring fairness of scheduling disciplines in
wireless networks scheduling best effort traffic.

With the proposed fairness measures the size of the time
interval leading to the WAFB or WAFB99 value is the size
that leads to the worst fairness. This means that both long-
term and short-term fairness is measured. If, for example,
only time intervals larger than 1 second are interesting, the
proposed measures can easily be modified to accommodate
for this.

Numerical results showed that, given the simulated sce-
nario, there exists at least one scheduling discipline that has
both higher throughput and lower WAFB99 (unfairness) than
the PF scheduling discipline.
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