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Making 5G Adaptive 
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Fast Moving Vehicles

Abstract—Wireless systems increasingly rely on the ac-
curate knowledge at the transmitter side of the trans-
mitter-to-receiver propagation channel, to optimize the 
transmission adaptively. Some candidate tech-
niques for 5th generation networks need 
the channel knowledge for tens of 
antennas to perform adaptive 
beamforming from the base 
station towards the mobile 
terminal. These techniques 
reduce the radiated power 
and the energy consump-
tion of the base station. 
Unfortunately, they fail 
to deliver the targeted 
quality of service to fast 
moving terminals such 
as connected vehicles. 
Indeed, due to the move-
ment of the vehicle during the 
delay between channel estima-
tion and data transmission, the 

channel estimate is outdated. In this paper, we propose 
three new schemes that exploit the “Predictor Antenna” 
concept. This recent concept is based on the observation 

that the position occupied by one antenna at 
the front of the vehicle, will later on be 

occupied by another antenna at the 
back. Estimating the channel of 

the “front” antenna can there-
fore later help beamforming 

towards the “back” anten-
na. Simulations show that 
our proposed schemes 
make adaptive beam-
forming work for vehi-
cles moving at speeds up 
to 300 km/h. 

I. Introduction

D 
uring the last de-
cades, a major part 
of the data traffic 
demand in wire-

less communications has come from 
static and pedestrian users. As a conse-

quence, cellular networks of the 2nd (2G) to 4th 
Generation (4G) are optimized to support high loads of 
static users with spectrum and power constrains. How-
ever, they are not designed to support large loads of ve-
hicular communications. 
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Indeed, many advances in signal processing for wire-
less systems exploit a powerful concept which is only use-
ful for slow-moving users: “channel state information at the 
transmitter” (CSIT). The main idea is that the transmitter, 
for instance the base station (BS), is informed of the current 
radio conditions between itself and the receiver (for instance 
the terminal device). Thanks to the CSIT, the BS adapts its 
transmission to the current radio conditions and increases its 
efficiency in terms of spectrum usage and/or power consump-
tion. Unfortunately, the CSIT of a fast moving user will be out-
dated and useless, due to the delay between the time when the 
channel is measured and the time when it is available at the 
transmitter. For fast moving users, 2G to 4G networks there-
fore fall back on CSIT-free techniques. These ensure that the 
target quality is met by spending more resources (in terms of 
bandwidth and/or power) than for a static user. 

We expect that by the time the 5th generation (5G) is 
deployed, the gap in traffic demand between vehicular and 
static users will have rapidly decreased. It is thus time to 
investigate methods that enable CSIT usage, even for vehic-
ular users. 

A. 5G Adaptive Downlink Beamforming Is Not Robust to Speed
In time division duplex (TDD) wireless communications, 
channel reciprocity and CSIT can be exploited by multiple 
input single output (MISO) techniques, such as maximum 
ratio transmission (MRT) beamforming [1]. Such tech-
niques can achieve a high performance, still with a low 
complexity [2]. Recent work has shown that very large 
antenna arrays at the BS have the potential to save energy 

without performance degradation 
[2–5]. The theoretical transmit 
energy saving at the BS increases 
linearly with the number of uncor-
related transmit antennas [3–5], 
if the beamforming can be per-
formed accurately. These “massive 
antenna configurations” are cur-
rently being studied for the future 

5th Generation (5G) networks [6].
In a conventional TDD transmit beamforming system, 

which we will refer to as “Reference System” (RS), the 
mobile station sends known pilot symbols in the uplink. 
The BS acquires channel state information at the transmit-
ter to predict the channel, and then computes beamform-
ing weights. Shortly thereafter, the BS transmits data in the 
downlink using these weights. Thanks to the beamform-
ing, a target signal-to-noise ratio (SNR) can be attained at 
a lower transmit power, as compared to the single-antenna 
case: the BS saves transmit energy. Alternatively, we may 
use the beamforming to increase the transmission range, 
reduce coverage holes and increase the data rate, without 
increasing the transmit power.

Due to the time delay between channel estimation and 
downlink transmission, the channel estimate is always out-
dated for a moving terminal. If this time delay is short, it is 
no major problem in an ideal free space line-of-sight propa-
gation environment. An antenna array then simply forms a 
beam, as illustrated by Fig. 1. This beam is typically much 
wider than the distance the vehicle travels from the time the 
channel is estimated to the time when the downlink trans-
mission takes place. The transmit beam is then slightly mis-
placed due to the time delay, but the receiver antenna on 
the vehicle is still positioned well within the beam. In this 
case, the mispointing of the beam does not impact the per-
formance of the system.

The situation is very different in the common case of 
a multipath fading environment, where non line-of-sight 
propagation is significant. In this case, the result of the 
adaptive transmit beamforming can no longer be described 
as a simple beam. 

Let us first consider the particular case where a single 
antenna at the BS is applying a maximum ratio transmission 
beamforming weight to its transmission. The net effect of 
reflections of scattering from multiple objects in the envi-
ronment on the energy transmitted by the antenna can then 
be described by a standing wave pattern in the vicinity of the 
receiver antenna. This pattern has peaks (power maxima) 
separated by around half a carrier wavelength, as illus-
trated by Fig. 2a. These peaks constitute a main beam at the 
target receive antenna surrounded by side beams. In this 
Single Input Single Output (SISO) configuration, the main 
beam and the side beams have comparable strengths, and 
no beamforming gain is observed.

(a) Small Transmit Array (b) Large Transmit Array
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FIg 1 Adaptive downlink beamforming towards a vehicle, line-of-sight 
propagation scenario.

Thanks to the CSIT, the BS adapts its transmission to the 
current radio conditions and increases its efficiency in terms of 
spectrum usage and/or power consumption.
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In the MISO case, the phenomenon described for the SISO 
case in a multi-path environment will occur for the trans-
missions from all transmit antennas in an antenna array, 
as illustrated by Fig. 2b. The maximum ratio transmission 
beamforming is designed to adjust the phases of the signals 
from all transmit antennas so that the phases add construc-
tively at the precise location of the receiver antenna. This 
does not result in a clean and regular narrow beam in the 
area of the target receiver. Instead, the system creates a 
strong main beam centered on the receiver antenna, sur-
rounded by weak side beams spaced by half a wavelength 
on average. As a consequence, if the vehicle moves by only a 
fraction of a carrier wavelength between the time the chan-
nel is estimated and the instant when transmission takes 
place, the receive antenna is off the center of the main beam. 
Beamforming mispointing now becomes a problem. Indeed, 
the signal to noise ratio and the Block Error Rate (BLER) 
targets are then not attained. Also, the effect of mispointing 
is more severe when the BS antenna array is larger, as con-
firmed by studies conducted in [7], [8].

B. The Predictor Antenna Concept
Extrapolating previous channel samples using Wiener or 
Kalman prediction can improve the situation in some sce-
narios [9–13]. However, these techniques cannot reliably pre-
dict multipath fading channels by more than approximately 
0.2–0.3 carrier wavelengths in space. This has been verified 
by extensive measurement-based evaluations in [10], [11], 
and [13]. Such prediction horizons are inadequate at vehicu-
lar velocities for carrier frequencies above 1 GHz [14]. 

The key challenge that motivates our present work is to 
develop enablers for the use of precise channel state infor-
mation at the transmitter also in situations with multipath 
fading channels rapidly varying in space. This would enable 
the use of the most advanced transmission models and tech-
niques in our arsenal also for high data rate radio transmis-
sion to vehicles.

Recently, motivated by the problem of designing high-
performance links to vehicular moving relays, the works 
[14–15] have introduced the new fundamental concept of 
“Predictor Antenna”. A predictor antenna is positioned on 
the roof of a vehicle and one or several separate receive 
antennas are aligned behind the predictor antenna. The 
vehicle is assumed to move through a stationary electro-
magnetic standing wave pattern. In other words, the BS cre-
ates a time-invariant pattern, and the vehicle simply moves 
through it. Due to this movement, receive antennas natu-
rally replace the predictor antenna and see the same chan-
nel as the predictor antenna, but simply a bit later. Known 
pilot signals transmitted to the base station from the pre-
dictor antenna can therefore be used to predict the channel 
of the receive antennas. This generic concept is an enabler 
for any technique based on channel state information at the 
transmitter. It is not restricted to TDD and it is applicable 

to downlink and uplink. Further analysis and experimen-
tal validation of the concept with a vehicle in outdoor urban 
areas has been conducted in [14], [16–20]. 

Recently, for the particular purpose of large MISO down-
link beamforming in TDD, a closely related scheme called 
Separate Receive and Training Antennas (SRTA) [8], has 
furthermore been proposed to achieve high energy effi-
cient wireless downlinks towards very fast moving vehicles. 
The vehicle roof has one predictor antenna at the front and 
several “Candidate Antennas” aligned behind. The predic-
tor antenna sends pilots in the uplink and the BS computes 
beamforming weights. Among the candidate antennas, 
a “Receive Antenna”, responsible for data demodulation, 
is dynamically selected among the candidate antennas 
as a function of the vehicle speed. The TDD frame is also 
dynamically extended. The receive antenna is selected and 
the extended frame is computed to ensure that, during the 
downlink phase, the receive antenna is at the position that 
was previously occupied by the predictor antenna during 
the uplink phase. A somewhat similar scheme was proposed 
in [21]. There, antennas on the vehicle roof were transmit-
ting successively to perform uplink beamforming from a 
roughly fixed position in space. 

C. Contribution 
Current standards support frame extensions with a time 
granularity of 1 ms [22]. However, with such a coarse granu-
larity, SRTA performance still suffers from residual beam-
forming mispointing [8].

(a) Single Transmit Antenna

(b) Large Tansmit Antenna Array
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FIg 2 Adaptive downlink beamforming towards a vehicle, non line-of-
sight propagation scenario.
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We here propose and investigate three schemes based on 
the SRTA scheme, with the aim to improve its robustness when 
it is used for large MISO downlink beamforming in TDD. 

We first investigate two low complexity approaches 
which consist in muting some transmit antennas to widen 
the beam when mispointing is too severe. Two schemes are 
studied, denoted the “border Switch Off Scheme” (BSOS) 
and the “Random Switch Off Scheme” (RSOS). 

We then explore a more complex approach, using a “Poly-
nomial Interpolation” scheme. In this scheme, all antennas 
at the vehicle may be used as a Predictor Antenna Array, and 
all of them may send uplink pilot symbols. Uplink measure-
ments are collected from the transmission from all anten-
nas during multiple periods, to obtain channel estimates 
over a dense pattern of positions in space. As these positions 
surround the position for which the channel must be pre-
dicted, interpolation can provide an accurate estimate of 
the desired channel component. This strategy will be illus-
trated here by using polynomial interpolation.

The paper is organized as follows. Section II presents our 
generic transmission model. Scheme-specific parameters 
are detailed in section III. Section IV gives an initial analy-
sis which is then validated and complemented by simulation 
results presented in section V. Section VI concludes the paper. 

The following notations are used throughout the paper:  
v R3!v  is a vector with Cartesian coordinates; if ,u uR! 6 @ 
is the integer part of ;u  if ,u uC!  is its module; if 

,v vR3!v v  is its norm and , .a b x a x bR 1! #=6 6

II. Common System Model
This section presents common parameters and constraints for 
the proposed and investigated downlink transmit schemes.

We consider a downlink wireless backhaul link between 
a BS and a vehicle moving with a velocity vector vv  and speed 

.v v= v  All investigated schemes use MISO maximum ratio 
transmission beamforming weights based on channel state 
information at the transmitter, and they all target the same 
signal to noise ratio .xT  The required prediction horizon 
between the acquisition of the channel state information at 
the transmitter and the data transmission is at least ,t0  with 
t0  being the minimum time required for processing at the BS.

A. Antennas and Positions at Different Times
The BS has K  transmit antenna(s), each with an index 

,k A0!  with , .A k k K0N0 1! #= " ,  A subset A A03  of 
Ka  antenna(s) is active. 

The vehicle has L antenna(s), each with an index ,l ! K  
with , .l l L0N 1! #K = " ,  Among these antennas, for 
simplicity of exposition, one antenna called the “receive 
antenna” is of interest in the downlink. It is to receive a 
beamformed downlink transmission that is then demodu-
lated and decoded. Furthermore, a set of P  antenna(s)  

,l l P0N 1! #P = " , included in ,K  called “predictor 
antenna(s)”, is responsible for sending pilots in the uplink. 
We use la  to denote the index of the receive antenna. 

Let nl
m$  and nl

$

l  be the position vectors of the antenna 
number l  at the specific times mx  and tl (to be defined later 
on), respectively. As illustrated by Fig. 3, the antennas of 
the vehicle are placed on the roof and are all spaced by an 
equal distance .T  The antenna positions are aligned with 
the vehicle direction of travel vv  behind the front antenna 
(i.e. the antenna with index l 0= ). The position vectors nl

m$  
and nl

$

l  therefore satisfy the following conditions:

 ,n n n n l v vl l
m m 1

0 0 T- = - =-
$ $ $ $

-l l v  (1)

 .n n t vl l
m mx- = -

$ $

l l v^ h  (2)

We define av  as the position of the front antenna of the vehi-
cle at time .0x  With this notation, we can thus write:

 .n0
0a =
$

v  (3)

We define fv  as the position of the receive antenna (i.e. the 
antenna with index l la= ) at time .tl  With this notation, 
we can thus write:

 .nlaf =
$

lv  (4)

B. Static Spatially Correlated Channel Model
The vehicle is assumed to be moving in a time-invariant and 
spatially correlated fading propagation channel, which will 
be further described in section V-A. This assumption has 
been verified experimentally in [16–20]. Measurement-based 
investigations [19] have shown that a very high correlation 
can be obtained between the propagation channels from/
to two antennas on a vehicle that at different time instants 
move through the same position. In this paper, we assume 
that the two channels seen by two antennas successively 
occupying the same position in space are exactly equal. 

Orthogonal Frequency Division Duplex (OFDM) is 
assumed. Hence, for a given sub-carrier and OFDM symbol, 
the channel gain between BS antenna k  and any antenna at 
position nv  can be modeled by a complex coefficient ( ) .g nk v

C. Channel Prediction and Beamforming
We consider a TDD frame, with uplink and downlink peri-
ods ,0ULx-6 6 and , ,0 DLx6 6  respectively. 

l=L-1 l=0

Speed

D

v"

FIg 3 Vehicle antennas.
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Both the acquisit ion of the 
channel state information at the 
transmitter and the beamforming 
operation are performed on a per 
OFDM symbol and per sub-carrier 
basis. For each transmitted down-
link data symbol, sub-carrier and 
antenna, the BS computes a beam-
forming weight based on one or sev-
eral channel coefficient measurement(s). Therefore, the BS 
uses two distinct beamformers for two consecutive symbols 
of the same frame. 

Such a tight adaptation of the transmission to the cur-
rent channel condition is useful for extremely high speeds 
or extremely large frames. However, it is unnecessarily 
complex for lower speeds. In practice, the frequency for 
the update of beamforming coefficients in the time domain 
and frequency domain would be optimized according to the 
channel coherence time and the channel coherence band-
width, respectively. 

It is assumed that for each sub-carrier, each downlink 
data symbol and each antenna, the same procedure is run. 
The following mathematical description is therefore valid 
for any sub-carrier. We consider the transmission of a 
downlink data symbol at time , .t 0 DL! xl 6 6  The BS trans-
mits the considered data symbol using the pre-computed 
prediction kc  of the channel coefficient gk fv^ h from the 
transmit antenna number ,k  with fv  being the position vec-
tor defined in (4). The data symbol is multiplied with the 
maximum ratio transmission beamforming [1, 2] weight 

.pk  It equals the scaled complex conjugate of the predicted 
channel coefficient: 

 ,p Ek kc= )  (5)

where E 02  is a transmit power scaling factor, equal for 
all antennas.

We constrain the prediction kc  to be computed based 
on a set of channel measurement(s) C Ck k$  is defined as 
the set of measurements performed for each of the P 1$  
predictor antenna(s) and at M 1$  different times dur-
ing the uplink frame. By definition, Ck  always contain 

( )N card C P M 1meas k # $= =  measurements. We define  
,0ULm !x x-6 6 as the measurement time number ,m  

with , .m m m M0N 1! ! #C = " ,  With this notation, 

, ,C g n m lk k l
m ! !C P=
$

t ^ h$ .  where g nk l
m$t ^ h is the mea-

surement of ngk l
m$^ h performed by the BS for the predictor 

antenna number l  at the time .mx  
We define the prediction horizon md  associated with the 

measurement performed at time mx  as the delay between
 ■ the time tl  when the prediction kc  is used for the 

transmission of the considered data symbol and 
 ■ the time mx  when the channel measurement is per-

formed before being used for the prediction .kc  

We constrain the prediction horizon md  to satisfy:

 .t tm m
0$d x= -l  (6)

Finally, we here assume that measurements are perfect 
and noiseless:

 .g n ngk l
m

k l
m=

$ $

t ^ ^h h  (7)

Noise-free measurements are of course an idealization. In 
practice, measurements are performed based on uplink 
pilots. These pilots are received with a finite signal to noise 
ratio (that we denote SNRpilots ). Channel estimates thus have 
errors with a normalized mean square error (NMSE) equal 
to NMSE dB SNR dB G dB ,pil tso -=-^ ^ ^h h h  where the “esti-
mator gain” G  represents the noise-reduction effectiveness 
of a channel estimator. Kalman or Wiener filter estimators 
that use interpolation of several time-frequency correlated 
measurements can provide gains of G dB10 12= -  [13]. 

D. Signal-to-Noise Ratio and Energy Saving Metrics 
To save energy, the BS computes the required transmit 
power scaling factor E  that is exactly necessary to attain 
a target signal-to-noise ratio .xT  Since x NT 0  is the total 
received power per unit bandwidth, 

 ,x N

p

N

E
T

k kk A kk A

0

2

0

22c c
= =

! !
/ /

 (8)

where N0  is the noise power per unit bandwidth at the 
receiver and where (5) was used in the last equality. The tar-
get transmit power scaling factor E  is obtained from (8) as

 .E x N
k AT k0

22c=
!

-/  (9)

In current standards [22], the subcarrier spacing is large 
enough so that inter carrier interference can be neglected 
even for high speed. Therefore, the approximated achieved 
signal-to-noise ratio metric x  is:

 
( ) ( )

.x N

g p

N

E gk A k Ak k k k

0

2

0

2
f f c

= =

)

! !
v v/ /

 (10)

By inserting (9) into (10), we obtain:

 ( ) .x x gT k k
k A

k
k A

2 2 2
f c c= )

!!

-
v/ /  (11)

In current standards, the subcarrier spacing is large enough  
so that inter carrier interference can be neglected even for  
high speed.
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We define the energy saving metric es  as the energy required 
by a SISO system divided by the energy required by the stud-
ied MISO system, for the same target signal-to-noise ratio 

.xT  This metric is a multiplicative factor. It measures how 
much less energy is consumed at the BS thanks to the use of 
a MISO system with a set A  of base station antennas instead 
of a SISO system that uses only antenna .k 0=  For instance, 
if ,e 2s =  this then means that the BS uses twice less energy 
in MISO than in SISO. The required transmit power per unit 
bandwidth for a SISO system with one transmit antenna is, by 
(5) and (9), .p E x N x NT T0

2
0

2
0

2
0 0

4
0 0

2cc c c= = =- -  
For a MISO system with a set A  of base station antennas, the 
required transmit power per unit bandwidth is pkk A

2
=

!
/  

E x N x Nkk A kk A T kk A T
2 2

0
2 2

0c c c= =
! ! !

-` `j j/ / /  

.kk A
2 1

c
!

-/ The attained energy saving for a MISO sys-
tem therefore equals: 

 .e
p

p
s

kk A

k

k A
2

0
2

0

2

c

c
= =

! !/ /  (12)

E. Beamforming Mispointing Effect
The signal-to-noise ratio metric x  and the energy saving 
metric es  depend only on the channel estimate kc  and the 
actual channel ( ) .gk fv  If the prediction is accurate (i.e. if the 
channel estimate kc  equals the actual channel ( )),gk fv  then 
(11) reduces to ,x xT=  i.e. the signal-to-noise ratio target is 
met. Otherwise, beamforming mispointing occurs and the 

signal-to-noise ratio x  is expected to be different from, and 
in general smaller than, the target value .xT  

III. Systems Specific Models

A. Reference Systems (RS)
For RS, all antennas at the BS side are used. At the vehicle 
side, a single antenna is used both for prediction and for 
data reception. The UL/DL frames are set equal to a fixed 
value denoted .t0  A single measurement from the predictor 
antenna is used for prediction. The prediction horizon 0d  
between the channel estimation and the data transmission 
is equal to the frame duration. 

Using the previously defined notations, in the RS case the 
number of active antennas Ka  equals ,K  the set of active 
antennas A  becomes ,A0  the number of antennas on the 
vehicle L equals 1, the number of predictor antennas P  
equals 1 and the index la  of the receive antenna equals 
0. Furthermore, the uplink/downlink frames durations 
are ,tDL UL

0x x= =  the number of measurement times M  
equals 1, the prediction horizon 0d  between the channel 
estimation and the data transmission is .t0

0d =

With these assumptions, using (3) and (7), we get a sim-
ple extrapolation in time of the present channel estimate as 
channel predictor:

 ( ) .gk kc a= v  (13)

The signal-to-noise ratio metric x  and the energy saving 
metric es  are then derived using (1)–(6) and (10)–(12):

 
( )

( ) ( )
,x

g

g t v g
x

k A

k A

k

k k

T2 2

0
2

0

0

a

a a
=

+ )

!

!

v

v v v

/
/

 (14)

 ( )
( )

.e g
g

s
k

k A 0

2

0
a

a
=

!
v

v/  (15)

One can note that the signal-to-noise ratio metric x  is 
speed-dependent whereas the energy saving metric es  
remains constant. At low speed, the signal-to-noise ratio 
target is met whereas mispointing occurs at high speed, 
thus we expect the signal-to-noise ratio to be below the tar-
get value .xT  

Fig. 4a illustrates the RS operation and Fig. 5a illustrates 
the resulting beamforming mispointing effect.

B. Separate Receive and Training Antennas (SRTA)
This section briefly recalls the SRTA scheme introduced 
in [8]. As for RS, all transmit antennas are used, and the 
uplink/downlink frames are equal. Prediction relies on a 
single measurement from a single predictor antenna, with a 
prediction horizon equal to the frame duration. The BS and 
the vehicle are assumed to have a reasonably good estimate 
of the speed using e.g. the Global Positioning System (GPS). 

(b) SRTA

(a) RS

Time

Time

UL Frame DL Frame

Extended UL Frame
ta(v)>t0 ta(v)>t0

Extended DL Frame

Channel Prediction

Channel Prediction

Channel Prediction

Channel Prediction

Beamformer

Beamformer

Channel Sample

Channel Sample

t0 t0

FIg 4 Frame structures for RS and SRTA schemes. Distinct beamformers 
are computed for distinct times during the downlink frame. Each 
beamformer is based on a distinct channel measurement performed 
during the uplink frame. All channel measurements go through the same 
procedure and undergo the same processing delay before being 
converted into beamformers.
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As illustrated in Fig. 4b and Fig. 5b, SRTA avoids mispoint-
ing by selecting, according to speed, an extended frame 
and a suitable receive antenna among several candidate 
antennas located behind the predictor antenna. The receive 
antenna and the frame length are selected to ensure that the 
receive antenna is at the focusing point previously occupied 
by the predictor antenna, one frame duration earlier. 

As for RS, the number of active antennas Ka  equals ,K  
the set of active antennas A  is A0  and the number of predic-
tor antennas P  equals .l  The predictor antenna is the front 
antenna (with index l 0= ) and the number of measurement 
times M  equals 1. 

Contrary to RS, the number of antennas on the vehicle  
L is strictly higher than 1, the frame duration DL ULx x=  
and the corresponding prediction horizon 0d  equal a speed-
dependent function ( )t va  which is always strictly higher 
than .t0  The index of the receive antenna la  equals a speed-
dependent function ( ) .vra

The vehicle signals to the BS the antenna index ( )r va  
and the extended frame duration ( ),t va  where ( )t va  also 
defines the new prediction horizon. ( )r va  and ( )t va  are 
selected by the vehicle to ensure that ..f av v  

In current standards [22], frames are adaptive by steps 
of constant size d  (such as sub-frames or slots). Reference 
[8] suggests to choose ( ), ( )r v t va a  and fv  as functions of ,d  
as follows. 

The method for the selection of the receive antenna ( )r va  
is rather simple and intuitive. One can first observe that when 
the predictor antenna sends pilots, it is somewhat indicating 
to the BS the target beamforming position. One can also eas-
ily show that the time needed for the antenna number l  to 
replace the predictor antenna, and therefore occupy the target 
beamforming position, is given by the duration .l v 1T -  There-
fore, if one selects l v 1T -  as the frame duration, it ensures that 
the antenna l  is always at the target beamforming position. 
This is valid for any antenna .l  However, the frame duration 
l v 1T -  should be the shortest possible, to ensure that even slow 
moving scatterers are nearly static during the duration of the 
frame. Also, the frame can only be extended compared to .t0

With all these observations and requirements taken into 
account, it then becomes obvious that one should select the 
receive antenna ( )r va  as the antenna l  that has the small-
est l v 1T -  value, among all antennas having a l v 1T -  value 
higher than .t0  This would correspond to choosing ( )r va  
equal to .min l l v t1

0T 2! K -" ,
However, in current standards [22], frames are adaptive 

by steps of constant size d  (such as sub-frames or slots). 
Therefore, in practice, the frame duration must be set to  

( )l dv d1T -6 @  instead of .l v 1T -  Hence, the expressions of 
the selected receive antenna ( )r va  and the corresponding 
frame duration ( )t va  depend on the granularity :d

 ( ) ( ) .minr v l l dv d ta
1

0T 2! K= -6 @" ,  (16)
 ( ) ( ) ( ) .t v r v dv da a

1T= -6 @  (17)

The receive antenna with index ( )r va  will then approxima-
tively reach the target beamforming position after the dura-
tion ( )t va  of the extended frame. 

Due to the granularity ,d  there will still remain some 
residual mispointing which can also be derived very intui-
tively. When the predictor antenna sends pilots, the position 
of the receive antenna relatively to the predictor antenna 
position is given by ( ) .r va T-  After ( )t va  seconds, the 
receive antenna has moved by ( ) ( ) ( )t v v r v dv dva a

1T= -6 @  
to get closer to the target beamforming position. The resid-
ual distance between the receive antenna and the target 
beamforming position is thus:

 ( ) ( ) ( ) ( ) .v r v dv dv r va a
1T Tt = --6 @  (18)

As a consequence, the receive antenna position fv  can 
be expressed as a function of the target focusing position  
av  as follows:

 ( ) .v v v1f a t= + -v v v  (19)

The relation (17) above ensures that (13) can be attained 
for speeds up to ,vmax  given by ( ) .v L t1max 0

1T= - -  The 
prediction in this case is, as for RS: ( ) .gk kc a= v  

Finally, the signal-to-noise ratio metric x  and the energy 
saving metric es  are derived in [8] as follows:
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FIg 5 RS and SRTA systems. (a) In the RS system, during the delay 
between the channel measurement and the data transmission, the vehicle 
moves by a displacement .vt0  This causes beamforming mispointing to 
occur. (b) In the SRTA system, during the delay between the channel 
measurement and the data transmission the vehicle moves by a 
displacement which is compensated by the use of a predictor antenna 
(distinct from the receive antenna). In this case, mispointing is avoided.
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As for RS, the signal-to-noise ratio metric x  is speed 
dependent and the energy saving metric es  is constant. 

One can observe that some particular values of the speed 
do not suffer from residual beamforming mispointing, in 
spite of the granularity .d  Let us consider a speed  v  for which 
the duration ( )r v va

1T -  is, by chance, equal to an integer 
number p of steps ,d  i.e. satisfying ( ) .r v v pda

1T =-  Then, 
equation (17) becomes ( ) ( ) .t v p d pd r v va a

1T= = = -6 @  
Thus, the frame duration ( ),t va  luckily in this case, is 
exactly equal to the duration ( )r v va

1T -  required to com-
pensate the speed. We call such a speed a “perfectly com-
pensated” speed. All other speeds are called “non perfectly 
compensated” speeds.

C. SRTA with Switch Off Scheme (SOS)
SOS is used on top of SRTA to reduce the degradation in 
terms of signal-to-noise ratio and block error rate due to 

residual beamforming mispointing for the “non perfectly 
compensated” speeds, as identified in section III-B. SOS 
detects mispointing and switches off antennas at the BS 
with the aim to strengthen the side beams relative to the 
main beam in the area of the target receiver. 

As illustrated in Fig. 6, SOS (Fig. 6b) does not cancel the 
residual mispointing (i.e. the distance between the target 
beamforming position and the actual receive antenna posi-
tion) of SRTA (Fig. 6a). However, it reduces the signal-to-
noise ratio degradation.

SOS is a closed loop mechanism. Initially, SRTA is run 
with K Ka =  antennas. The vehicle assesses the attained 
signal-to-noise ratio and compares it to a threshold (in 
our evaluations corresponding to a 20% block error rate). 
If the signal-to-noise ratio is lower than the threshold, 
then the vehicle sends a feedback message to the BS. 
The BS switches off half of its antennas ( / )K K 2a a=  and 
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FIg 6 SRTA, SRTA-BSOS and SRTA-PI systems. (a) In the SRTA system, residual beamforming mispointing occurs for the considered speed. The target 
antenna receives the data with a weak power. (b) In the SRTA-BSOS system, multiple side lobes are strengthened to give more opportunities for the target 
antenna to receive the data with a high power. (c) In the SRTA-PI system, several channel measurements coming from several predictor antennas, and 
collected during the uplink frame, are interpolated to predict the channel and beamform over the exact position of the new receive antenna (the second 
antenna behind the front antenna).
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updates .A  Then, SRTA is run again with the new Ka  and 
A  parameters. Ka  is successively divided by 2, until the 
signal-to-noise ratio threshold is exceeded. If the signal-
to-noise ratio increases over a threshold, then antennas 
are added so the beam is narrowed. The achieved signal-
to-noise ratio and energy saving are obtained by using 
(20), (21) with the antenna subset A  used instead of the 
full set .A0

Here, the energy saving metric es  is lower than for SRTA 
when A  is smaller than .A0  

Two variants of the scheme are investigated: 
 ■ SRTA Random SOS (SRTA-RSOS), which reduces the 

number of utilized transmit antennas without giving any 
preference to specific antenna positions. 

 ■ SRTA-Border SOS (SRTA-BSOS), which removes the 
antenna elements at the outer parts of the linear array from 
use in transmission, and thus reduces the array aperture.
In a pure line-of-sight propagation scenario, as illus-

trated in Fig. 1, the width of the transmit beam as perceived 
by the receiver increases when the transmit array aperture 
is decreased. In this case, one should use SRTA-BSOS. 

In a non line-of-sight scenario, as illustrated in Fig. 2, the 
BS aperture as perceived by the receive antenna is no longer 
defined by its array size. Indeed, due to the scattering, the 
receive antenna sees rays arriving from many directions. In 
this case, there is no reason to switch off border antennas 
more than any other, and SRTA-RSOS might give similar or 
even better performance.

D. SRTA with Polynomial Interpolation (SRTA-PI)
As RS and SRTA, SRTA-PI uses K Ka =  transmit antennas 
at the BSs. 

As illustrated by Fig. 6c, SRTA-PI is based on SRTA, 
and mitigates mispointing by focusing “between” several 
“sensed” positions of the predictor antennas instead of 
focusing “over” a single position. As illustrated in Fig. 6c 
and Fig. 7, multiple measurements are collected by one or 
multiple predictor antennas at multiple specific measure-
ment times to obtain a dense pattern of measurements in 
space. Then, polynomial interpolation is applied to these 
measurements to predict the channel at the future position 
of the receive antenna. Contrary to all the previous dis-
cussed schemes, the number of measurement times M  can 
be higher than 1. The number of predictor antennas  P can 
also be higher than 1.

The Base Station stores a set Ck  of channel measure-
ments collected during the UL frame. A measurement 
g nk l

m$t ^ h is collected for each predictor antenna l  and at dif-
ferent measurement times during uplink frames. Let mx  be 
the measurement time number ,m  with .m M0 1#  

The polynomial interpolation is then performed based 
on .Ck  For each channel measurement g nk l

m$t ^ h belonging 
to ,Ck  the BS stores the couple constituted by the channel 
measurement g nk l

m$t ^ h and the corresponding “sensed” posi-

tion nl
m  (where n Rl

m !  is the scalar coordinate correspond-
ing to ,nl

m$  along the vehicle short term linear trajectory). 
Finally, the BS performs polynomial interpolation over the 
stored couples, with the position fv  and channel kc  as the 
input and output of the interpolation operation, respectively. 

For a given desired prediction horizon ( ),t va  the receiver 
antenna is selected so that its position fv will be between at 
least two stored “sensed” positions. This enables the system to 
avoid extrapolation, which is less reliable than interpolation. 

When polynomial interpolation is used, the frame 
duration need not be modified. This is an advantage of 
this scheme, since it reduces the system-level complexity 
of its use. 

For ease of comparison, we will in the evaluation 
in section V below use the same frame length as in the 
other SRTA schemes, with the downlink frame duration 
extended compared to the RS frame: ( ) .t v tDL

a 02x =  
The extended frame duration ( )t va  and the index ( )r va  
are then computed using (16) and (17). The index la  of the 
receive antenna is selected as 

 ( ) .l r v 1a a= +  (22)

This ensures that interpolation can always be used.
Let Nmeas  be the number of measurements involved in 

the prediction of one channel coefficient. Polynomial inter-
polation is performed for the real and imaginary parts of the 
channel separately, with order .N 1meas -  This number of 
measurements Nmeas  is a critical parameter as the complex-
ity of the polynomial interpolation increases with it. The 
choice of Nmeas  in the evaluation case is given in the Annex.

Due to this added polynomial interpolation operation, 
SRTA-PI is more complex than SRTA. At low speed, SRTA is 
already sufficient [8]. Therefore, to avoid unnecessary com-
plexity, we trigger the use of polynomial interpolation for 
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transmission time are also plotted. One can observe that the channel 
predicted for the 5th antenna obtained by interpolation of the 
measurements, perfectly matches the exact value.
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speeds larger than a predefined threshold .vPI  For speeds 
lower than ,vPI  SRTA will be used instead. The signal-to-
noise ratio metric x  and the energy saving metric  es  are 
derived using equations (11), (12), and using the prediction 

kc  obtained after polynomial interpolation.

IV. Initial Comparison of the Studied Schemes
Table 1 gives an overview of the values of the parameters 
and an initial qualitative comparison, based on the math-

ematical expressions given in section III, in particular (11), 
(12), (14), (15), (20), and (21). 

Regarding energy efficiency, the two SOS schemes may 
use a lower number Ka  of active antennas, and are then 
expected to save less energy than RS and SRTA schemes.

Regarding the complexity, SRTA is more complex than 
RS as it implies the dynamic adaptation of the frame 
duration and the indexes of the predictor and the receive 
antenna. The SRTA-BSOS and SRTA-RSOS schemes are 
slightly more complex as they adapt the transmit array size 
to the speed. SRTA-PI which performs polynomial interpo-
lation of N 1meas 2  measurements requires the highest 
computational complexity. However, it does not require 
a modification of the TDD frame duration. This makes it 
easier to integrate in a communication system, as com-
pared to the other SRTA transmission schemes. 

Regarding the robustness to speed of the achieved 
signal-to-noise ratio and the block error rate, RS should 
be the worst scheme as it will always suffer from beam-
forming mispointing. SRTA cancels mispointing for 
“perfectly compensated speeds” only, and should there-
fore be the 2nd best scheme. SOS schemes enhance SRTA 
for “non perfectly compensated” speeds, and should 
be the 3rd best. Finally, SRTA-PI completely cancels 
mispointing for all speeds and should hence be the best 
of all schemes.

V. Performance Comparison
In this section we compare the performance of the RS, 
SRTA-BSOS, SRTA-RSOS and SRTA-PI schemes, using simu-
lations. We compare them in terms of robustness as mea-
sured by the attained block error rate (BLER) and in terms 

Annex

In this annex, we detail the implementation of the SRTA-PI scheme 
that is used in the evaluations in section V. P  is chosen equal to L  
to maximize the number of measurement samples. As for RS, SRTA-
RSOS and SRTA-BOS, we keep the constraint of having exactly the 
same procedure being applied per data symbol and per sub-carrier, 
with the same prediction horizon. To that aim we impose the down-
link frame duration to be half the uplink frame duration: 

/ .2DL ULx x=  All data symbols sent go through the same procedure, 
whatever the time t l  at which they are sent. Though this procedure 
involves several distinct measurement times , ,0ULm !x x-6 6  with  

m M0 1#  and several associated distinct prediction horizons 
,tm md x= -l  we constrain the prediction horizon md  to be the 

same for any .t l  
More precisely, we constrain the prediction used for beamforming 

at the time ,t l  to be based on measurements collected during DLx  sec-
onds, at least DLx  seconds before beamforming is considered, and 
every d  seconds. 

With this design, the number of measurement times becomes:

 ( ) .M t v da
1= -^ h  (23)

The expression of the measurement time number ,m  i.e. the parame-
ter mx  is then simply given by: ( ) .t t v dmm

ax = - -l  As a conse-
quence, the prediction horizon md  equals: 

 ( ) .t t v dmm m
ad x= - = +l  (24)

By combining (23) and (24) one can verify that ( ) ( ) .t v t v2<a
m

a#d  
In other words, SRTA-PI does not require a shorter prediction horizon 

md  compared to the other schemes. Finally, one can note that (24) is 
feasible for all data symbols, i.e. for all , ,t 0 DLxl6 6  if ULx  satisfies : 

 ( ).t v2 2UL DL
ax x= =  (25)

In other words, the uplink frame needs to be twice larger than the 
downlink frame to ensure an identical processing and performance 
for all symbols of the downlink frame. The relation (22) guarantees 
that the position fv  is between at least two stored “sensed” positions. 
This enables the system to avoid extrapolation, which is less reliable 
than interpolation. The number Nmeas  of measurements involved in 
the prediction of one channel coefficient is given by: 

 ( ) .N L t v d Lmeas a
1 $= -^ h  (26)

Parameter RS SRTA
SRTA
BSOS/RSOS SRTA-PI

DLx t0 ( )t v ta 02

md t0 ( )t va$

Ka K K# K

L 1 12

la 0 ( )r va ( )r v 1a +

P 1 L P 1$ $

M 1 1$

Nmeas 1 2$

Best x 4 3 2 1

Best es 1 1 2 1

Most simple 1 2 3 4

Table 1. Parameters and expected ordering.
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of energy saving, using the energy saving metric es  defined 
in section II-D.

A. Simulation Assumptions and Methodology
The following simulation assumptions are used. The 
required minimal prediction horizon is t 20 =  ms [22]; the 
carrier frequency f0  is 2 GHz; the wavelength is / ;c f0m =  
where .c 3 108=  m/s is the speed of light. The BS has a lin-
ear array with K 64=  antennas separated by / .2m  In SRTA 
and SRTA-BSOS/RSOS the vehicle has L 4=  antennas sep-
arated by ,V  with / .2V m=  For SRTA-PI, .L 5=  The time 
step for frame extension is d 1=  ms, which is feasible in 
current standards [22]. It is also used for SRTA-PI measure-
ments selection. The vehicle speed v  ranges from 0 to 300 
km/h. The target SNR is .x 15 5T =  dB, which corresponds 
to a target BLER of 0.01 for 64QAM with code rate 3/4. vPI = 
50 km/h is chosen to trigger PI, for SRTA-PI.

In all studied systems, the same procedure, with the 
same prediction horizon(s), is applied to perform the trans-
mission of any downlink data symbol over any sub-carrier. 
We therefore model and assess the performance of the stud-
ied systems on a single downlink data symbol and sub-car-
rier basis. The performance is assessed for each symbol, and 
the final result is averaged over 1000 symbols.

For each simulated data symbol, channel coefficients 
for the uplink channel measurement and for the downlink 
data transmission phases are generated. These channel 
coefficients are correlated in the spatial and temporal 
domains. The angle giving the direction of the BS antenna 
array and the angle of the vector vv  are generated ran-
domly and are uniformly distributed between 0 and .2r  
The position vector av  is also generated randomly. All 
other positions are deduced from av  and .vv  Channel coef-
ficients are then generated using a spatially correlated 
Ricean channel model with a line-of-sight to total power 
ratio factor R  which is either equal to 0 or 0.8. R 0=  cor-
responds to non line-of-sight. For . ,R 0 8=  the channel is 
dominated by the line-of-sight component. We apply the 
method used to generate space-time correlated propaga-
tion channel coefficients for a scattering environment in 
[23] to our particular scenario. The propagation channel 
is modeled as a sum of the contributions of several planar 
waves. Each planar wave (or ray) is characterized by a ran-
dom complex amplitude, a random angle of departure and 
a random angle of arrival (with angles uniformly distrib-
uted between 0 and 2r ).

For each simulated data symbol, the following metrics 
are computed for various values of the speed :v  the down-
link frame duration ,DLx  the selected receive antenna index 

,la  the number of active antennas Ka  the signal-to-noise 
ratio metric x  and the energy saving metric .es  As the simu-
lations are performed on a data symbol basis, only the data 
symbol error rate can be derived in a straight forward man-
ner from the signal-to-noise ratio. However, in this paper, 

we will assume that all the data symbols within a data block 
are likely to be received with the same signal-to-noise ratio 
even for very high speed. Although the channel certainly 
differs from one data symbol to the other at high speed, the 
“width” of the beam and the corresponding mispointing is 
similar from one data symbol to the other. It mainly depends 
on the number of transmit antennas and the Ricean channel 
parameter .R  In this paper, we will therefore deduce the 
block error rate (or the block error probability) from the sig-
nal-to-noise ratio x  using results stored in Table 2 based on 
link level simulations with constant channels and additive 
white Gaussian noise.

All the previously listed metrics are stored for each simu-
lated data symbol and each speed ,v  then averaged over data 
symbols, and plotted as a function of speed .v

B. Robustness and Energy Efficiency
In this sub-section, a non line-of-sight propagation chan-
nel model is used. This will therefore illustrate the sce-
nario of Fig. 2. 

Fig. 8 illustrates the index la  of the selected receive 
antenna as a function of .v  RS only uses a single antenna, 
therefore .l 0a =  For all SRTA schemes, the receive antenna 
is selected farther behind the predictor antenna to compen-
sate higher speeds. As discussed in section III-C, the SRTA 
and SRTA-RSOS/BSOS schemes use the same antenna selec-
tion. As explained in section III-D, SRTA-PI uses a farther 
antenna than SRTA to avoid extrapolation. Fig. 9 illustrates 
the downlink frame duration ( )t va  as a function of the 
speed .v  As explained in section IV, all SRTA schemes use 
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FIg 8 Selected antennas for downlink reception.

SNR 14.5 15.0 15.5 15.7 16.0

BLER 1.0 0.8205 0.0125 0.0028 0.000001

 Table 2. BlER for 64 qAM, rate 3/4, turbo code, with block 
length of 6000 bits.
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the same ( )t va  value, which decreases with speed but is 
always strictly higher than ,t0  thus higher than for RS.

Fig. 10 and 11 illustrate the signal-to-noise ratio and the 
block error rate as a function of the speed ,v  respectively. 
With RS, the performance degrades strongly for speeds 
larger than 50 km/h, reaching a block error rate of 1. This is 
due to the mispointing effect described in the introduction 
and in section II-E. Note that in Table 2 the block error rate 
is a sensitive function of the attained signal-to-noise ratio. 
In Fig. 10 and 11, one can observe some particular speed val-
ues, for which SRTA achieves the target signal-to-noise ratio 
and the target block error rate. As explained in section III, 
these are the “perfectly compensated speeds”. SRTA is effi-
cient for “perfectly compensated” speeds but not “non per-
fectly compensated” speeds. The discontinuities observed 
on Fig. 9-13 at speeds around 110 km/h and 225 km/h are 
due to the changes of selected antenna (see Fig. 8). SRTA-
BSOS/RSOS better handles “non perfectly compensated” 
speeds by reducing degradation in terms of signal-to-noise 
ratio and block error rate. RSOS outperforms BSOS as an 
irregular pattern of switched-off transmit antennas creates 
a tapering [24] effect.

Fig. 12 and 13 illustrate the number of active transmit 
antennas Ka  and the corresponding energy saving es  as a 

function of the speed ,v  respectively. RS and SRTA use all 
antennas and achieve the maximum energy saving. For 
“perfectly compensated” speeds, SRTA-BSOS/RSOS behave 
like SRTA, whereas for “non perfectly compensated” speeds, 
K Ka 1  antennas are used and less energy is saved. In other 
words, SOS schemes sacrifice energy saving to get better 
robustness of the block error rate against speed.

As illustrated by Fig. 10–13, SRTA-PI perfectly compen-
sates all speeds larger than v 50PI =  km/h, and still with 
maximum energy saving. For lower speeds, the polynomial 
interpolation is not triggered (as specified in III-D), as SRTA 
is sufficient. SRTA-PI therefore outperforms SRTA-RSOS 
with respect to energy saving and robustness.
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These simulation results confirm the ordering identi-
fied in section IV.

C. Impact of the Channel (Partial Line-of-Sight  
Versus Non Line-of-Sight Propagation)
In this section simulations are run with a Rice fading 
model with Rice factor . ,R 0 8=  i.e. with a dominating 
line-of-sight component. Although the received power is 
here dominated by line-of-sight components, the short-
term fading within the beam is still very significant. This 
results in a high BLER for the RS scheme at velocities 
above 20 km/h. A comparison between Fig. 14 to Fig. 11 
shows that the RS and SRTA schemes undergo a somewhat 
stronger mispointing effect in complete non line-of-sight 
(Fig. 11) than in partial line-of-sight conditions (Fig. 14). 
Not included here, the same observations are obtained 
when making the comparison between partial line-of-
sight and non line-of-sight w.r.t. the energy saving and 
the signal-to-noise ratio instead of the block error rate. 
This is not surprising, as it has been shown that scattering 
increases spatial focusing of Time Reversal beamform-
ing [25] which is similar to maximum ratio transmis-
sion beamforming [26]. Indeed, scatterers surrounding 
the transmit and the receive antenna arrays virtually 
increase the apertures of these arrays. As a consequence, 
the focused beam is narrower. 

VI. Conclusion
In this study we illustrated how the use of predictor anten-
nas can render an adaptive antenna technique as efficient 
for vehicular communications as it is for static communi-
cations. We proposed three new schemes to provide more 
robust energy efficient wireless downlink data transmis-
sion towards antennas upon very fast moving vehicles. All 
these schemes exploit the predictor antenna concept, an 
elastic frame and beamforming. The two first schemes, the 
“Border Switch Off Scheme” and the “Random Switch Off 
Scheme” simply switch off transmit antennas to decrease 
the influence of the short-term fading when beamforming 
mispointing is too severe. They slightly improve robust-
ness but reduce the energy savings. The third “Polyno-
mial Interpolation” scheme is robust to all speeds up to  
300 km/h and achieves maximum energy saving. This lat-
ter scheme relies on a Predictor Antennas Array and Poly-
nomial Interpolation over multiple measurement samples. 
Ongoing studies focus on reducing its complexity, while 
keeping its ability to perfectly control the block error rate 
at any speed. 

The techniques used at the vehicle side are variants of 
the separate receive and transmit antenna (SRTA) scheme. 
They require multiple antenna elements but are of low com-
plexity since they constitute antenna switching between 
the antennas on the vehicle. This requires only one receive 
radio frequency amplification and processing chain. 

The concept of using predictor antennas is more general, 
and could be used in combination with more sophisticated 
multi-antenna receivers. Examples include maximum ratio 
combining or interference rejection combining at reception, 
iterative interference cancellation receivers or MIMO multi-
plexing of multiple data streams. Use of predictor antennas 
could also be integrated into conventional Kalman predic-
tors, to maximize the use of all collected channel samples 
and antennas.
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