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Adaptive antennas are now used to increase the spectral efficiency in mobile telecommunication systems. A model of the received carrier-to-interference plus noise ratio (CINR) in the adaptive antenna beamformer output is derived, assuming that the weighting units are implemented in hardware. The finite resolution of weights and calibration is shown to reduce the CINR. When hardware weights are used, the phase or amplitude step size in the weights can be so large that it affects the maximum achievable CINR. It is shown how these errors makes the interfering signals "leak" through the beamformer and we show how the output CINR is dependent on power of the input signals. The derived model is extended to include the limited dynamic range of the receivers, by using a simulation model. The theoretical and simulated results are compared with measurements on an adaptive array antenna testbed receiver, designed for the GSM-1800 system. The theoretical model was used to find the performance limiting part in the testbed as the 1 dB resolution in the weight magnitude. Furthermore, the derived models are used in illustrative examples and can be used for system designers to balance the phase and magnitude resolution and the calibration requirements of future adaptive array antennas.

Fig. 1. Signal model of adaptive antenna.

1. INTRODUCTION

Using adaptive antennas at base stations (BS) in cellular systems has either shown to improve the capacity or to extend the radio coverage by increasing the carrier-to-interference ratio (CIR) at either the mobile station (MS) receiver or the BS receiver. The increased link CIR allows for a reduction in frequency reuse distance, thereby increasing the spectrum efficiency of the cellular system [1, 2].

The maximum achievable CIR in the BS receiver depends on the characteristics of the radio channel as well as the architecture of the receiver, defined as the hardware channel. One option for implementing the receiver is the hybrid-digital-analog beamformer (ABF), where the adaptive algorithm is implemented in software using a digital signal processor (DSP) and the beamformer weights are implemented in hardware [3]. Thus, the beamforming can be carried out on the RF or IF frequency, using digitally controlled analog phase-shifters and attenuators. The signals are split into a digital path and an analog path, as shown in Fig. 1. The benefits with the ABF is that it can be used as an add-on system on existing BS receivers, where the output from the ABF is connected to the ordinary BS receiver. Another implementation option is the fully digital beamformer (DBF) [4], where both the adaptive algorithm and the weighting of the signals is performed in DSP software. The DBF is flexible and allows for system upgrades by changing the DSP software, but requires a complete substitution of the BS equipment.

The topic of this paper is to investigate how the hardware implementation of the weights and the following limited accuracy of the calibration of an ABF type of beamformer limits the performance of an adaptive array antenna. The aim is to develop a theoretical model of the hardware channel. The model can be used to balance the resolution in phase and
magnitude of the weighting units and to find the requirements on the calibration accuracy. Furthermore, the effects of finite word length in the DSP and the sampling receivers (SRX) that introduces quantization errors and limits the dynamic range of the receiver is discussed. Due to the nonlinear nature of dynamic range limiting, it is not included in the derived theoretical hardware channel model, hence the aim of the paper is only partly accomplished.

However, to extend the simplified model, both computer simulations and practical measurements using an adaptive antenna testbed was performed. These measures are used to validate the theoretical model and find in which ranges of operation the model is correct. The testbed, designed for use in a GSM-1800 system, is of ABF type and operates in receiving mode only. The simulation model includes the saturation effects from the limited dynamic range of the SRXs, to give a more accurate prediction of the adaptive antenna performance, especially at high input signal levels, where the SRXs are close to saturation.

Implementation errors on adaptive antenna arrays has previously been studied by several authors. The previous work can be separated into the following four categories.

A. Sampling Receivers

If the signal amplitude exceeds the maximum amplitude level of the analog-to-digital converter (ADC) in the SRX, nonlinear signal distortion will occur, and performance will quickly degrade. Also, the ADC introduces quantization noise which defines the lower limit of the SRX dynamic range. Previous studies by Hudson [5] and Takahashi, et al. [6] investigated the necessary number of ADC bits to achieve a certain level of interference suppression. Hudson studied the quantization of received signals and concluded that eight bits in the ADC was necessary to give 40 dB interference suppression with a ten element array. The number of ADC bits must be chosen to cover the whole dynamic range of the received signals, which can be substantial due to the near-far ratio and the fading in the radio channel.

B. Digital Signal Processor

The finite word length in the DSP affects the numerical stability and accuracy of matrix inversions used by some algorithms. Nitzberg studied the required word length to achieve desirable performance by using the optimal weights [7]. It was showed that the case with a single interference source requires the highest precision in the DSP (the largest DSP word length). Performance limiting errors in the DSP depends also on the choice of algorithm. For instance, many algorithms use the covariance matrix to estimate the beamformer weights. Due to the time-variant mobile channel the weights have to be updated frequently, and only the most recent samples are reliable for estimating the covariance matrix. The number of samples used in the estimation is an important parameter for the performance. Reed, Mallet, and Brennan studied this [8], and showed how the CIR on the adaptive antenna output depends on the number of used samples and the number of antennas (size of covariance matrix).

C. Weighting Units

The weighting units have finite accuracy determined by the type of weight used, and the number of control bits from the DSP. Analog weights can be implemented in various ways, as two phase-shifters in parallel, as two multipliers on the in-phase and quadrature branch, respectively, or as a phase-shifter and a multiplier in series connection [9]. The effect of quantization of weights have previously been studied in [10–12].

D. Calibration

A calibration must be performed to match the phase and amplitude of the different hardware channels. The calibration must also track variations in time due to temperature, humidity, etc and also be transparent and have no or a small noticeable effect on the normal operation of the adaptive array antenna [13]. Depending on the calibration method used, there will be a limited resolution in the calibration process and the residual calibration error will degrade the performance. Calibration errors was studied by Tsoulos, et al. [14–15], where measurements on an adaptive array using a calibration algorithm were presented. Wennström, et al. presented an on-line calibration algorithm that is transparent to main antenna operation, continuously tracking the changes in antenna channels [16]. The algorithm use a feedback of the output RF signal, and thus allows the use of, for example, the least mean square (LMS) algorithm for updating the corrected weights.

The derivations in this work do not depend on the actual implementation of the weighting units or the choice of the algorithm for calibrating the ABF. We assume a generic error model and the differences in weighting units enter through the variance of the weight errors and maximum value of the calibration error in phase and amplitude. The obtained results can be used to find the effects of different implementation techniques on the total performance of an adaptive antenna array of the ABF type in use in a mobile communication system. The performance bottlenecks are identified to help the designer to achieve a balanced dimensioning of the adaptive array antenna.

The paper is organized as follows. In Section II the hardware channel model is derived. Section III
describes the adaptive antenna testbed and Section IV describes the results from measurements and simulations. Conclusions are presented in Section V.

II. HARDWARE CHANNEL MODEL

In this section, the hardware channel model is derived. Fig. 1 shows the ABF with the analog weighting path and the digital path connected to the SRXs. It is assumed that all signals are represented by their complex baseband equivalents. The noise generated in the low noise amplifiers in the receiver front-end and the noise received by the $N$ antennas are modeled as an equivalent $N \times 1$ noise vector, $\mathbf{n}(t)$, which is assumed to be spatially and temporally white.\footnote{This assumption means that we assume that no other interference sources are present which have a directional property. Furthermore, the white noise generated in each antenna branch in the front end are assumed mutually independent. Thus the noise is both temporally and spatially white.} We assume that $\mathbf{n}(t)$ is a vector with zero mean variables and covariance matrix $\mathbf{R}_n = \sigma_n^2 \mathbf{I}$.

To isolate the performance evaluation to the hardware channel, the simplest possible radio propagation channel is assumed; two narrowband signals impinge on a uniform linear array (ULA) antenna from two distinct azimuthal directions $\theta_d$ and $\theta_i$.

The signal received by the $N$ antennas can then be described by the $N \times 1$ vector $\mathbf{x}(t)$ as

$$
\mathbf{x}(t) = \mathbf{a}(\theta_d) \mathbf{s}_d(t) + \mathbf{a}(\theta_i) \mathbf{s}_i(t) + \mathbf{n}(t)
$$

(1)

where $\mathbf{a}(\theta_d)$ and $\mathbf{a}(\theta_i)$ is the complex valued array response vector in azimuth direction $\theta_d$ and $\theta_i$, respectively, including antenna element gain and polarization. The baseband signals $s_d(t)$ and $s_i(t)$ denote the desired and interferer signal, respectively.

In the model, the SRXs are replaced by limiters and a noise source $\mathbf{n}(t)$. This noise represents the internal noise generated in the receivers and the quantization noise generated in the sampling process. The corresponding signal vector in the DSP can thus be written as

$$
\mathbf{x}_{\text{DSP}}(t_k) = \text{sat}([\mathbf{a}(\theta_d) s_d(t_k) + \mathbf{a}(\theta_i) s_i(t_k) + \mathbf{n}(t_k)]
$$

(2)

where $t_k$ represents the sampling instants and $\mathbf{n}(t_k)$ is the sum of front-end thermal noise $\mathbf{n}_f(t_k)$, quantization noise and receiver noise $\mathbf{n}_r(t_k)$.\footnote{The coupling between two hardware channels is extremely small and the main contribution to the mutual coupling comes from the antenna array elements. This coupling is neglected to simplify the derivation.}

$$
\mathbf{n}(t_k) = \mathbf{n}_f(t_k) + \mathbf{n}_r(t_k).
$$

(3)

The saturation operator, sat[-], hard-limits the quadrature signals, above a certain amplitude level. The maximum amplitude level in each quadrature branch before saturation is dependent on the automatic gain control (AGC) setting of the receivers and the dynamic range of the ADC. If the signal voltage amplitude for any of the quadrature branches exceeds the maximal allowed amplitude, the signal is distorted. From here on, the nonlinear effects from signal saturation are not considered, to make the analysis analytically tractable.

B. Calibration

The aim of the calibration is to estimate the transfer function of the hardware channel between the SRX and the summation point after the weighting units. The estimated transfer functions for each hardware channel is used to compensate the corresponding weight in software before it is multiplied with the signal and summed in the beamformer. This compensation is important because the weights are calculated based on the signals from the SRX but applied to the signals entering the weighting units. We make the assumption that the channel between the SRX and the weighting units is wideband compared with the received narrowband signals and that the transfer function is flat over the passband of interest. This implies that the transfer function can be represented by a complex number representing the gain/attenuation and the phase shift of the channel. Note that this assumption might not be valid in a wideband system as W-CDMA, if the transfer function cannot be assumed to be flat over the whole system bandwidth.

By introducing the complex matrix $\mathbf{C} = \text{diag}(c_1, \ldots, c_N)$, the relation of the signal at the weighting units $\mathbf{x}_w(t)$ and the SRX $\mathbf{x}(t)$ can be expressed as

$$
\mathbf{x}_w(t) = \mathbf{C} \mathbf{x}(t).
$$

(4)

The off-diagonal elements in $\mathbf{C}$, which here are assumed negligible, represent the mutual coupling between the channels in the beamformer. Assume that the algorithm calculates the weight vector $\mathbf{w}_{\text{DSP}}$, based on the received signals $\mathbf{x}_{\text{DSP}}(t_k)$. To compensate for the differences in the receiving channels, the weights are preadjusted to

$$
\mathbf{w} = (\mathbf{C}^{-1})^H \mathbf{w}_{\text{DSP}}
$$

(5)

where $(\cdot)^H$ denotes hermitian transpose. The analog beamformer output signal $y(t)$ will then be

$$
\mathbf{y}(t) = \mathbf{w}^H \mathbf{x}_w(t) = \mathbf{w}_{\text{DSP}}^H \mathbf{C}^{-1} \mathbf{C} \mathbf{x}(t) = \mathbf{w}_{\text{DSP}}^H \mathbf{x}(t).
$$

(6)

Thus the effect of the transfer function $\mathbf{C}$ is canceled.

When the calibration is performed, the weights are adjusted to measure the transfer function for different weight settings. This implies that the accuracy in the weight settings will also have an impact on the...
accuracy of the calibration. Hence, the calibration has a finite accuracy, so \( \mathbf{C} \) will not be known exactly. Also, due to temperature drift, humidity variations and component aging, the calibration correction matrix has a time variant residual error and will not describe the actual transfer function. Assume that the array has been calibrated by some arbitrary method and let the matrix \( \hat{\mathbf{C}} \) be the calibration correction matrix that is stored in the DSP. If the calibration is error free, then \( \mathbf{C} = \hat{\mathbf{C}} \). We can now write \( \mathbf{C}^{-1}\mathbf{C} = \mathbf{I} + \delta\mathbf{C} \), where \( \delta\mathbf{C} \) is a diagonal matrix with complex elements, representing the relative calibration errors. Writing the diagonal elements of \( \delta\mathbf{C} \) as \( \delta_{\ell} = d_{\ell}e^{j\phi_{\ell}} \), we separate the relative calibration errors into a magnitude error \( d_{\ell} \) and a phase error \( \phi_{\ell} \). The magnitude \( d_{\ell} \) is assumed to be bounded in the range \([\pm \varepsilon_{\ell}]\) and the phase error \( \phi_{\ell} \) is in the range \([\pm 2\pi] \). As the phase and magnitude errors are orthogonal, see Fig. 2, the maximum calibration error squared, \( \varepsilon_{\text{max}}^2 \), is given as

\[
\varepsilon_{\text{max}}^2 = \varepsilon_{\ell}^2 + \varepsilon_{\phi}^2.
\]  

(7)

B. Output Signal Power

As a performance measure for the adaptive antenna, we use the carrier-to-interference plus noise ratio (CINR) of the beamformer output signal. An expression for the output power is derived and the different terms are identified as desired (carrier) terms and interferer and noise terms to be used to calculate the CINR. Some simplifying assumptions are made to make the analysis possible. The saturating effect of the SRX (2), is not taken into consideration, and the sources of the two signals, \( s_x(t) \) and \( s_y(t) \), are assumed to be sufficiently separated in azimuth to make the spatial correlation close to zero. Due to the finite step size in the hardware weighting units, the weights \( \mathbf{w} \) will be quantized and an error vector \( \delta_{\mathbf{w}} \) is introduced. The total weight error covariance matrix is \( \sigma_{\mathbf{w}}^2 \mathbf{I} \), where an example of how \( \sigma_{\mathbf{w}}^2 \) can be derived for a specific type of weighting units is presented in Section IIIC. The signal on the beamformer output can be written as

\[
y(t) = (\mathbf{w} + \delta_{\mathbf{w}})^H \hat{\mathbf{C}}^{-1} \mathbf{C} \mathbf{x}(t) = (\mathbf{w} + \delta_{\mathbf{w}})^H (\mathbf{I} + \delta\mathbf{C}) \mathbf{x}(t) = \mathbf{w}^H \mathbf{x}(t) + \text{error terms}
\]

(8)

and the power of the beamformer output signal is then written as

\[
E\{y(t)^2\} = E\{(\mathbf{w} + \delta_{\mathbf{w}})^H \hat{\mathbf{C}}^{-1} \mathbf{C} \mathbf{x}(t))(\mathbf{w} + \delta_{\mathbf{w}})^H \hat{\mathbf{C}}^{-1} \mathbf{C} \mathbf{x}(t)\}
\]

(9)

Using (8) and assuming that the elements of the stochastic vectors \( \delta_{\mathbf{w}}, \mathbf{x}(t) \) and the matrix \( \delta\mathbf{C} \) are mutually uncorrelated, (9) is simplified to

\[
E\{y(t)^2\} = \mathbf{w}^H E\{\mathbf{x}(t)^H \mathbf{x}(t)\} \mathbf{w} + E\{\mathbf{x}(t)^H \mathbf{x}(t) \delta_{\mathbf{w}}\}
+ \mathbf{w}^H E\{\delta\mathbf{C} \mathbf{x}(t)^H \mathbf{x}(t) \delta\mathbf{C}^H\} \mathbf{w}
+ E\{\delta_{\mathbf{w}}^H \delta\mathbf{C} \mathbf{x}(t)^H \mathbf{x}(t) \delta\mathbf{C}^H \delta_{\mathbf{w}} \}.
\]

(10)

If the SRXs are saturated, the weight errors \( \delta_{\mathbf{w}} \) will become mutually correlated and the independence assumption between the weight errors \( \delta_{\mathbf{w}} \) and the signal \( \mathbf{x}(t) \) is not valid. Note that \( \mathbf{x}(t) \) is the analog RF signal (1) which is not saturated.

The terms in (10) can be identified as the ideal output term, the weight error term, the calibration error term, and the combined weight-calibration error term, respectively. The combined weight-calibration error term contains the product of the two error variables and is neglected in the following. The weight and calibration error term are quadratic forms with the error terms \( \delta_{\mathbf{w}} \) and \( \delta\mathbf{C} \) and are assumed to be sources of interference. This is a pessimistic assumption, because these terms also include some signal which are correlated with the desired signal and might add to the output carrier power.

1) Ideal Output Term: The first term in (10) is the output signal from a beamformer without calibration or weight quantization errors. This term is dominant in the DBF type of antenna, where weighting of the signals is performed in the DSP itself, so weight errors are negligible and calibration errors of the type considered here is not present.

The performance of the error-free beamformer is dependent on the algorithm used for calculating the weights \( \mathbf{w} \). In a temporal reference algorithm or a direction-finding algorithm the number of samples \( n \) used in the estimation of the covariance matrix compared with the number of antennas is an important factor [8]. Due to the finite length of the training sequence, the temporal correlation between the two signal sources \( s_x(t) \) and \( s_y(t) \) will be non-zero. Also the azimuthal separation angle between the two sources, quantified as the spatial correlation, will have impact on the performance of the algorithms.

For the analog signal \( \mathbf{x}(t) \) the following holds

\[
\mathbf{R}_{xx} = E\{\mathbf{x}(t)^H \mathbf{x}(t)\}
\]

\[
= \sigma_{\mathbf{a}}^2 \mathbf{a}(\theta_d) \mathbf{a}^H(\theta_d) + \sigma_{\mathbf{a}}^2 \mathbf{a}(\theta_i) \mathbf{a}^H(\theta_i) + \sigma_n^2 \mathbf{I}
\]

\[
= \mathbf{R}_d + \mathbf{R}_i + \sigma_n^2 \mathbf{I}.
\]

(11)
desired and interfering signal power, respectively. The ideal term in (10) can now be written as
\[
w^H E_x (x(t)x^H(t))w = w^H R_x w + w^H R_w + \sigma^2 \|w\|^2
\leq w^H R_x w + w^H R_w + N \sigma^2 w_{\text{max}}^2
\]  
(12)

where \(w_{\text{max}}\) is the maximum allowed weight magnitude, determined by the hardware and \(\sigma^2\) is the thermal noise variance. The first term in (12) represents the power in the desired, or useful signal. The second term is the interference output power, which also is dependent on the beamformer weights \(w\). Clearly, the adaptive beamformer tries to calculate the weight \(w\) so that the quadratic form \(w^H R_x w\) is small, to suppress the interferer. This term will be non-zero if the algorithm has not converged, which can be the case for recursive algorithms in a time-variant radio channel or for block algorithms if a finite number of samples are used in the weight estimation. Note that the weight error \(\delta_w\) is due to the use of hardware weighting units, and will be present even if the exact, interference cancellation weight \(w\) has been estimated. To mitigate this residual error, a feedback of the beamformer output signal \(y(t)\) could be used to iteratively tune the weights so the weight and calibration errors decreases. A method for this was presented in [16].

The third term in (12) represents the sum of noise power from \(N\) uncorrelated noise sources with same power \(\sigma^2_{\text{max}}\).

2) Weight-Error Term: The second term in (10) is due to weight quantization and is expanded as
\[
E_{x,\delta_w} \{ \delta_x^H (x(t)x^H(t)) \delta_w \}
= E_{x,\delta_w} \{ \text{Tr}(x(t)x^H(t) \delta_w \delta_w^H) \}
= \text{Tr} \{ E_x \{ x(t)x^H(t) \} \delta_w \delta_w^H \}
= \sigma^2_w \text{Tr} \{ R_x \}
= \sigma^2_w (\sigma_x^2 |a(\theta_x)|^2 + \sigma_x^2 |a(\theta_x)|^2 + N \sigma_x^2).
\]  
(13)

The property that the trace of the covariance matrix is equal to the sum of the received signal power and that the signal and the weight errors are mutually independent was used. Note that this only is valid under the assumption of non-saturated SRXs. The weight errors \(\delta_w\) cause signal power to leak through the beamformer, with a power proportional to the total impinging power. The amount of “leaking” power is determined by weight error variance \(\sigma^2_w\).

3) Calibration-Error Term: The third term in (10) includes the diagonal matrix \(\delta C\) that models the calibration errors. The structure is a Hermitian form and we find the upper bound as
\[
w^H E_x (\delta Cx(t)x^H(t)\delta C^H)w = w^H \delta CR_x \delta C^H w
\leq \lambda_{\text{max}} w^H \delta C |w|^2
\leq \text{Tr} \{ R_x \} w^H \delta C |w|^2
\]  
(14)

where \(\lambda_{\text{max}}\) is the largest eigenvalue of the Hermitian matrix \(R_x\). The bound cannot be tighter, since the bound is attained when the error vector \(w^H \delta C\) is colinear with the eigenvector to \(R_x\) associated with the largest eigenvalue. The largest eigenvalue has to be found on a case-by-case basis. Thus, we resort to examine the worst possible case. Since \(R_x\) is Hermitian positive definite, all eigenvalues are real and positive and the largest eigenvalue is always less or equal to the trace of \(R_x\).

Furthermore, the vector norm expression cannot be evaluated, because it depends on the magnitude of the weights and the calibration errors. An upper bound can be found by assuming that all weight magnitudes are smaller than \(w_{\text{max}}\), which is the maximum possible weight that can be steered out by the hardware weighting units. Similarly, the upper bound of the calibration errors \(c_{\text{max}}\) is defined. Thus by setting \(|w_i|^2 = w_{\text{max}}^2\) for all weights and \(|c_i|^2 = c_{\text{max}}^2\) for all calibration paths, we can write the vector norm in expression (14) as
\[
w^H \delta C |w|^2 = |w_1 c_1|^2 + \cdots + |w_N c_N|^2
\leq |w_1|^2 |c_1|^2 + \cdots + |w_N|^2 |c_N|^2
\leq N w_{\text{max}}^2 c_{\text{max}}^2
\]  
(15)

where the Cauchy–Schwarz inequality was used. Now, use that the trace of \(R_x\) is equal to the total impinging power on the array and rewrite (14) as
\[
w^H E_x (\delta Cx(t)x^H(t)\delta C^H)w
\leq N w_{\text{max}}^2 c_{\text{max}}^2 (\sigma_x^2 |a(\theta_x)|^2 + \sigma_x^2 |a(\theta_x)|^2 + N \sigma_x^2).
\]  
(16)

Similar to the weight error term (13), the total impinging power, described by the trace of \(R_x\), is weighted by a proportionality constant. The constant in this case depends on the maximum calibration error \(c_{\text{max}}\) and is bounded by the squared root of the sum of the squared magnitude and phase errors (7).

4) Output CINR: Using the equations above, we now derive an expression for the beamformer output CINR. The power of the desired, or useful signal in the beamformer output is described by the first term in (12). The two other terms in (12), and (13) and (16) are assumed to be interferer and noise power terms. Thus, the beamformer output CINR can be expressed as
\[
\text{CINR} \geq \frac{(w^H R_x w + N \sigma_x^2 w_{\text{max}}^2 + (\sigma_x^2 + N c_{\text{max}}^2) w_{\text{max}}^2)}{(\sigma_x^2 |a(\theta_x)|^2 + \sigma_x^2 |a(\theta_x)|^2 + N \sigma_x^2)}
\]  
(17)
To maximize this expression, the weight calculation algorithm should make \( w^H R_w w \) as small as possible. Thus the weight vector \( w \) will yield an antenna radiation pattern with “nulls” in the direction of the interfering sources.

The expression (17) was derived using several simplifications, but it illustrates how the desired and interfering signal power “leaks” through the beamformer, due to calibration errors and weight quantization. The system designer should choose the implementation of the weighting units so that the weight error variance \( \sigma_w^2 \) is equal in magnitude to the term \( N c_{\text{max}}^2 w_{\text{max}}^2 \) that represents the calibration errors. In the limit when calibration errors and the weight quantization errors approaches zero, i.e. \( c_{\text{max}} \to 0 \) and \( \sigma_w^2 \to 0 \), the CINR approaches the well-known expression for CINR of a DBF,

\[
\text{CINR}_{\text{DBF}} \approx \frac{w^H R_w w}{w^H R_w w + N \sigma_f^2 w_{\text{max}}^2}.
\]  

(18)

How the different terms in the denominator dominate in different cases is investigated by the simulations and the measurements presented in Section IV.

III. ADAPTIVE ANTENNA TESTBED

To validate the theoretical expression for the CINR, measurements on an adaptive antenna testbed were made. The hardware and the used sample matrix inversion (SMI) algorithm are described in this section. The weight error variance for the testbed specific type of weighting units is derived, followed by a discussion of the measurement setup. The testbed was developed to follow the GSM-1800 standard, however, the standard is not used to its full extent. No control or signalling channels for call setup is implemented and during the measurements, only the traffic channel (TCH) in the GSM-1800 standard were used. Call setup was performed manually during an initialization phase and synchronization of sampling instants was handled by manually tuning the SRX. Furthermore, 8 bit ADCs were used, which gives an insufficient dynamic range to comprise the fading variations and near-far ratio of an actual GSM channel.

A. Hardware

In this section the adaptive antenna testbed is described briefly. For a more detailed description of the testbed, refer to [17]. The testbed has ten antenna elements that can be mounted in linear, circular or any arbitrary array configuration. Double-down conversion from 1.721 GHz is performed with a variable LO at 1.62 GHz and second step with a fixed LO at 71 MHz. The receivers have a measured noise figure of 11 dB, a maximal voltage gain of 75 dB, and an input IP3 point at +2 dBm. The ADC use 8 bits and 270 kHz sampling rate per quadrature channel to digitize the signals and the data is transferred to the DSP using a 32 bit parallel bus. The isolation between the quadrature channels was measured to 75 dB. The DSP calculates the weights using the software running on three TMS320C40 signal processors out of seven on-board TMS320C40.

The testbed has two independent sets of weights with ten weighting units per set. Each digitally controlled weighting units consists of two 180° phase-shifters and a 50 dB logarithmic attenuator connected in series. The reason for choosing logarithmic attenuators, is that in the design process, it was believed that a high dynamic range of the weights was beneficial. The logarithmic attenuator was thus chosen in favor of the linear one. The logarithmic attenuator has a range of attenuation of 50 dB but it was later discovered that a 50 dB range is overabundant. The beamformer seldom uses weight magnitudes below −15 dB. The weighting units have a calculated noise figure of 6 dB and a measured third order intercept point of +6 dBm. The temperature drift was measured to 0.1 dB and 1° per weighting unit and hour of operation. Hence, frequent recalibration or on-line calibration is necessary to maintain the highest level of performance.

Calibration of the antenna array is performed prior to normal operation of the testbed. A CW signal is injected at one antenna element at a time by directional couplers. The received signal is compared with the beamformer output signal and the phase and magnitude of the transfer functions \( \gamma e^{j\theta} \) can be calculated. The calibration has an accuracy of 1° in phase and 0.75 dB in magnitude [17]. Using (7), the relative calibration error constant \( c_{\text{max}}^2 \) can be calculated as \( c_{\text{max}}^2 = 8.4 \cdot 10^{-3} \).

B. SMI Algorithm

The DSP calculates the weights by using the SMI algorithm [18]. As a reference signal, the 26 bit training sequence in the midamble of a GSM-1800 timeslot is used. The covariance matrix of the received signals and the cross-correlation between the received signal vector \( x(t_k) \) and the reference signal \( s_d(t_k) \) is estimated using \( m = 26 \) samples. The signal covariance matrix estimate is then

\[
\hat{R}_{xx} = \frac{1}{m} \sum_{k=1}^{m} x_{\text{DSP}}(t_k) x_{\text{DSP}}^H(t_k).
\]

(19)

The cross-correlation is estimated as

\[
\hat{r}_{xd} = \frac{1}{m} \sum_{k=1}^{m} x_{\text{DSP}}(t_k) x_{d}(t_k)
\]

(20)

where \((\cdot)^H\) denotes the complex conjugate transpose. Thus, the reference signal \( s_d(t_k) \) is a modulated,
prerecorded copy of the training sequence of the desired signal, stored in the DSP memory.

The SMI weight vector is now calculated as

$$w = \frac{\gamma}{\|x_n\|^2} x_n$$  \hspace{1cm} (21)

where the factor $\gamma$ scales the weights for full utilization of the dynamic range of the hardware weights. The weight vector is adjusted by the calibration matrix $\tilde{C}$ and applied to the RF signals $x_n(t)$, see Fig. 1.

The SMI algorithm has a fast convergence rate as compared to other known algorithms, e.g. the LMS algorithm. The SMI algorithm, approximately $2N$ samples in the block are required to obtain weights that give a CINR within 3 dB of the optimum achievable CINR [8]. Here, $N = 8$ antennas where used, so $m > 2N$.

C. Weight Error Variance

Given the phase and magnitude resolution of these hardware parts, we derive the weight error variance. Weight error variances for other weight implementations can be found in [9], especially for the linear amplitude weighting technique.

An arbitrary weight with magnitude $M$ and phase $\theta$ with magnitude accuracy $\pm \epsilon_M$ and phase accuracy $\pm \epsilon_\theta$ can be written as

$$w = Me^{j\theta}.$$  \hspace{1cm} (22)

Assuming that the magnitude and phase errors are small, and by differentiation of both sides of (22) and collecting terms gives

$$|dw|^2 = dM^2 + M^2 d\theta^2$$  \hspace{1cm} (23)

where $dM$ is the magnitude error and $d\theta$ is the phase error. We assume that $dM$ and $d\theta$ are independent, random variables and that $dM$ is uniformly distributed in the interval $\pm \epsilon_M$ and $d\theta$ uniformly distributed in the interval $\pm \epsilon_\theta$. Taking the expectation value of (23) then gives

$$\sigma_w^2 = \sigma_M^2 + M^2 \sigma_\theta^2$$  \hspace{1cm} (24)

where $\sigma_M^2 = \epsilon_M^2/3$ and $\sigma_\theta^2 = \epsilon_\theta^2/3$.

The total error variance (24) is dependent on the weight magnitude $M$. An upper bound on the weight error variance is given by replacing $M$ with the maximum weight magnitude $w_{\text{max}}$ thus

$$\sigma_w^2 \leq \sigma_M^2 + w_{\text{max}}^2 \sigma_\theta^2 = \frac{1}{3} (\epsilon_M^2 + w_{\text{max}}^2 \epsilon_\theta^2).$$ \hspace{1cm} (25)

The contribution from the phase error to the sum in (25) is thus dependent on the maximal weight magnitude. Note for large attenuator settings, say $-15$ dB, the difference to the next weight setting of $-16$ dB is very small on a linear scale. Hence small values of the weight amplitudes make the weight quantization noise small. The largest error variance occurs when the weight amplitude is set at its maximum value.

The weighting units has a phase resolution of $1^\circ$ and uses logarithmic attenuators with 1 dB magnitude step size and a 50 dB range between $[-2 \text{ dB}, -52 \text{ dB}]$. Thus, the constant $w_{\text{max}} = -2$ dB. The weight magnitude variance is then calculated using (25) as

$$\sigma_M^2 = \frac{(0.5 \cdot (10^{1/20} - 1))^2}{3} = 1.24 \cdot 10^{-3}$$

$$\sigma_\theta^2 = \frac{(0.5 \cdot \pi)^2}{180} = 0.025 \cdot 10^{-3}$$ \hspace{1cm} (26)

$$w_{\text{max}}^2 = 10^{-2/10}$$

$$\Rightarrow \sigma_w^2 \leq 1.25 \cdot 10^{-3}$$

where a conversion from dB scale to the linear scale is performed. This implies that the proportionality constant $N\epsilon_M^2 w_{\text{max}}^2$ in (17) is an order of magnitude larger than the weight error constant $\sigma_w^2$. Thus, the calibration errors limit the performance for the testbed, which is verified by the simulations. It should also be noted that the main contribution to the weight error variance of the testbed arises from magnitude errors (the step attenuators). The phase error contribution is two orders of magnitude smaller than the magnitude error contribution. Noticeable is that the weight magnitude variance is calculated for the worst case using logarithmic weighting units, i.e., at minimum attenuation. When the weight magnitude is smaller the steps are smaller, due to the logarithmic nature of the weights. A simple calculation yields that at a weight magnitude of $-16$ dB, the phase error variance and the magnitude error variance are equal.

D. Measurement Setup

Measurements were performed in a laboratory, to validate the performance of the adaptive array antenna in an easy controllable signal environment. The front-end array antenna is replaced by an $8 \times 8$ Butler matrix. The output ports of the Butler matrix are connected to the receivers. The eight input ports are used to emulate signals impinging on a ULA from eight different directions. The use of a Butler matrix will ideally make the array response vectors orthogonal, i.e., $a^H(\theta) a(\theta') = 0$ and thus, the spatial correlation between the two signals is zero. But the hardware Butler matrix have imperfections from the manufacturing, in our case a peak error 0.8 dB in amplitude and 8.5° in phase. These errors will make the array response vectors $a(\theta_1)$ and $a(\theta_2)$ nonorthogonal which corresponds to a more realistic signal environment.

Two signal generators were connected to the Butler matrix to emulate signals impinging ideally from
–61° and –7.2°. The signal generators transmitted pseudorandom binary (PRBS) data as traffic data. In
GSM-1800, eight different training sequences (bit
patterns) are defined, and we used number 0 and
number 4 in the GSM-1800 standard for the two
signal sources, respectively. The training sequence
is then used in the SMI algorithm to calculate the
beamformer weights.

E. Comparison of Measurements and Theory

In practice, the CINR in (17) cannot be measured,
due to the inability to separate the desired signal
from the interfering and noise signal. Instead, we
measured a modified CIR on the adaptive antenna
output, denoted \( CIR_{\text{out}} \). In fact, we measured the
carrier-plus-noise to interferer-plus-noise ratio, where
"noise" includes the thermal noise, calibration error
noise, and the weight quantization noise.

To perform measurements, the levels of the two
signals were set and the adaptation of the beamformer
weights was started. To measure \( CIR_{\text{out}} \) for an
arbitrary weight realization, the adaption was stopped
at an arbitrary time instant. When the adaption
was stopped, the weight update also stopped and the CIR
in the beamformer output could be measured. This
was made in a two step procedure where the interferer
power and the desired signal power was measured
separately. The signal generator emulating the desired
signal was turned off and the ABF interferer plus
noise output power was measured using a spectrum
analyzer. Then the desired signal’s generator was
turned on and the interfering signal’s generator was
turned off and the ABF desired signal-plus-noise
output power was measured. By assuming that the
system is linear and the superposition principle holds,
the \( CIR_{\text{out}} \) can be expressed by the use of equation
(9)-(16) as

\[
CIR_{\text{out}} \leq \frac{w^H R_w w + N \sigma_d^2 \sigma^2_{w_{\max}} + (\sigma_d^2 + N \sigma_c^2 \sigma^2_{w_{\max}}) |\theta/\sigma(\theta)|^2 + N \sigma^2}{w^H R_w w + N \sigma_d^2 \sigma^2_{w_{\max}} + (\sigma_d^2 + N \sigma_c^2 \sigma^2_{w_{\max}}) |\theta/\sigma(\theta)|^2 + N \sigma^2}
\]  

(27)

The second and third term in the numerator of (27)
makes the \( CIR_{\text{out}} \) estimate too optimistic. Therefore
the expression (27) is larger or equal to the actual
\( CIR_{\text{out}} \). The term \( w^H R_w w \) is the interferer signal power
that leaks through the correct beamformer weights,
and is usually very small, if the DOA separation is
large enough, which is the case in our measurements.
It will therefore be neglected in the following. The
term \( w^H R_w w \) expresses the received power from the
desired signal. If the DOA separation is large enough
it can be approximated as a constant \( K \) multiplied
with the desired signal power \( \sigma_d^2 \), where \( K \) is the
array gain, including amplifiers in the front end and
in the weighting units, degraded by the spatial and
temporal correlation of the two signals. By making
these simplifications, (27) can be rewritten as

\[
CIR_{\text{out}} \leq \frac{K \sigma_d^2 + N \sigma_d^2 \sigma^2_{w_{\max}} + (\sigma_d^2 + N \sigma_c^2 \sigma^2_{w_{\max}}) |\theta/\sigma(\theta)|^2 + N \sigma^2}{N \sigma_d^2 \sigma^2_{w_{\max}} + (\sigma_d^2 + N \sigma_c^2 \sigma^2_{w_{\max}}) |\theta/\sigma(\theta)|^2 + N \sigma^2}
\]

(28)

Clearly, if the desired signal power \( \sigma_d^2 \) is large
comparable with the interfering signal power \( \sigma_i^2 \)
and noise power \( \sigma^2 \), then the \( CIR_{\text{out}} \) in (28) will differ
from the \( CIR_{\text{out}} \), due to the large term in the
numerator. If the interferer-to-carrier ratio is high, say
20 dB, then (28) will resemble (17) well. Conclusive,
we expect the theory and the measurements to
conform well for high interference-to-noise power
ratios.

IV. SIMULATION AND MEASUREMENT RESULTS

A. Simulation Setup

The simulation was performed to imitate the
testbed as much as possible. The simulation model
is shown in Fig. 1. Two Gaussian minimum shift
keying (GMSK) modulated signals were generated
with 8 samples per symbol. The Gaussian filter
had an impulse response length of 6 symbols and
the normalized bandwidth was 0.3. As training
sequences, the training sequences 0 and 4 given by
the GSM-1800 standard were used. The received signal
was quantized and the calculated weights were used
with finite accuracy. Two impinging signals from the
same directions as generated by the Butler matrix
in the measurements were used in the simulations.
Furthermore, calibration errors were also introduced,
to emulate the testbed.

The ADCs used the sampling frequency of
270 kHz, the same as in the adaptive antenna testbed.
The covariance matrix (19) and the cross-correlation
vector (20) were estimated using the 26 complex
samples. The direction of arrivals (DOAs) for
the two signals were equal to the DOAs in the
measurements, described in Section III. The array
response vectors were slightly distorted to emulate
the 0.8 dB magnitude errors and 8.5° phase errors in
the Butler matrix and to make the spatial correlation
non-zero.

The weight vector was calculated and normalized
using (21) and the calculated weight vector was
quantized to the desired accuracy in magnitude and
phase and applied to the signals at the weighting
units after multiplication with the matrix \( (C^{-1})^H \)
as described by (5).

B. Validation of Simulation Model

After adaption, the same procedure to measure
\( CIR_{\text{out}} \) as described in Section IIIE for the
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measurements was used to measure the CIR_{out} in the simulation, to make the comparisons fair. A GMSK modulated PRBS signal using n_{2} = 200 samples was used to estimate the CIR_{out}. To verify the theoretical model and the simulation results, a comparison is made in Fig. 3. The simulation parameters are set equal to the parameters used in the adaptive antenna testbed, e.g., 8 bit ADCs and 1° and 1 dB weight accuracy. Fig. 3 shows the measured output CIR, denoted CIR_{out} as a function of interfering signal power, when the desired signal power was held constant at two different levels, -44 dBm and -54 dBm, respectively. The figure also shows the corresponding simulation results and the theory, described by (28). The measured curves constitute mean values over ten measurements and the simulated are averaged over 100 simulations. The standard deviation is 7 dB and 0.8 dB in measurements and simulations respectively. The theoretical expression does not consider the limited dynamic range of the ADC, so the theoretical CIR_{out} is larger than the measured and simulated CIR_{out} when the interfering signal saturates the ADC.

The theory, equation (28), predicts the CIR_{out} to reach a constant level when the interferer is decreased below the thermal noise level, i.e., when the dominating term in the denominator of (28) is the noise term N_{2} \sigma_{w}^{2} \sigma_{2}^{2}. This is verified by the measurements and the level is determined by the desired signal power and the weight and quantization error variances. The simulated curve does not fit into this level at the low interference situation. An attempt to explain this is that the noise level was not correctly set in the simulations, so the noise term N_{2} \sigma_{w}^{2} \sigma_{2}^{2} does not dominate over the interference power \sigma_{2}^{2} even for the lowest interference power.

Noticeable is however the agreement of theory and measurements for high carrier-to-noise ratios (CNRs). It was in this region where the CIR_{out} approximation, equation (28), was less accurate.

C. Number of ADC Bits

By increasing the number of bits used in the ADC, the dynamic range of the SRX is increased, as shown in the simulation results of Fig. 4. Here the same calibration errors and weight errors as in the testbed is used. With a larger dynamic range, the SRX can receive a signal with higher power without saturating. Increasing the number of bits from 10 to 12 will not improve the output CIR in this scenario, because the SRX is not saturated for these input levels. The limiting factor in the 10 and 12 bit case is the weight and calibration errors.
Fig. 5. Simulated CIR\textsubscript{out} [dB] as function of quantization of phase and magnitude of weights, $\text{CIR}_{\text{in}} = -15$ dB, CNR = 42 dB. Shades refer to different CIR\textsubscript{out} levels with white and black being largest and smallest, respectively.

D. Weight Accuracy

To solely investigate the impact of weight accuracy on the performance of the adaptive antenna array, we assumed a perfect calibration, i.e., $\hat{\mathbf{C}}^{-1}\mathbf{C} = \mathbf{I}$. Also, an 8 bit ADC was used to make comparisons with the adaptive antenna testbed possible. The CIR\textsubscript{out} was measured for different settings of the range of the relative weight errors $\varepsilon_M$ and $\varepsilon_\theta$.

The CIR\textsubscript{in} that a single virtual omnidirectional antenna would measure was set to $-15$ dB and the CNR was 42 dB. The CIR\textsubscript{out} on the adaptive antenna output was estimated and the results are presented in Fig. 5.

Fig. 5 shows that a 30 dB CIR\textsubscript{out} can be achieved if the phase and magnitude quantization steps are less than 1° and 0.3 dB. Thus, the maximal CIR improvement in this scenario is 45 dB and decreasing the weight quantization steps further will not improve the antenna performance for this particular DOA and signal levels. To achieve a larger improvement, more antennas can be used, which will make the spatial correlation smaller and the ability to suppress interferers larger.

E. Calibration Errors

We investigate how the calibration accuracy affects the CIR\textsubscript{out} in Fig. 6. This figure displays CIR\textsubscript{out} as a function of the weight error variance, for four different calibration accuracies. A weight error variance less than $10^{-5}$ will not further improve the CIR because the calibration errors limit the maximum achievable CIR.\textsuperscript{3} To compare with the testbed, with a weight variance of $1.25 \cdot 10^{-3}$ the maximum achievable CIR\textsubscript{out} in Fig. 6 is approximately 24 dB if the calibration is performed without errors. This should be compared to the measured 18 dB from the testbed in the same conditions. Thus, to improve the testbed performance, effort should be put to improve the calibration algorithm, in favor for improving the weight accuracy. Improving weight accuracy will raise CIR\textsubscript{out} only a few dB.

When the weight errors are negligible, an amplitude calibration error of 1% gives a CIR\textsubscript{out} degradation of 7–8 dB from the ideal case, with no errors. This is a severe degradation and the conclusion is that the calibration must have a high accuracy and also be performed frequently to maintain the adaptive antenna’s interferer suppression performance over a long time of operation.

\textsuperscript{3}This weight error variance could for example be achieved with 1° phase step size and 0.1 dB weight amplitude step size.

Fig. 6. CIR\textsubscript{out} as function of weight quantization error for different calibration errors, $\text{CIR}_{\text{in}} = -15$ dB, CNR = 42 dB.
The effect of calibration errors when the $\text{CINR}_{\text{in}}$ is varied by varying the interference-to-noise ratio (INR) is presented in Fig. 7. The CNR was held constant at 22 dB. A comparison with the adaptive antenna testbed was made, and the $\text{CIR}_{\text{out}}$ was measured for different calibration errors and different $\text{CINR}_{\text{in}}$. The weight quantization steps were set to 1 dB and 1°. The measured curve fits the curve with calibration error of 1% in relative magnitude and 1° in phase. Furthermore, when INR < 22 dB, i.e., when $\text{CIR} > 0$ dB, the calibration errors have a negligible effect on the antenna performance. When the interferer power gets large, the output noise, described in (13) and (14), is increasing and the $\text{CIR}$ decreases. When the total input power saturates the ADC, the $\text{CIR}$ decreases abruptly and the antenna cannot maintain a $\text{CIR}$ above 0 dB on the output. Note that the RF analog signal on the output from the adaptive antenna is not saturated. But the signal used in the DSP to calculate the weights is saturated and the $\text{CIR}_{\text{out}}$ drops.

V. CONCLUSIONS

To study the performance degradation when implementing an adaptive antenna array algorithm in hardware, using an ABF type of beamformer, an expression for the output CINR was derived. Due to the complexity of the problem, involving nonlinear saturation effects, the derivation was only partly accomplished and some simplifications were made. The study showed how the weight quantization errors and calibration errors increase the output noise power, thus decreasing the output CINR. An important observation is that the decrease in CINR is proportional to the total impinging power on the array.

The theoretical results were verified and extended using an ABF type adaptive antenna testbed with ten array elements, working in the receive mode and designed to partly follow the GSM-1800 standard. To extend the testbed to support the GSM-1800 standard, protocol issues and random access channels must be handled for call set-up and handover situations [19]. Also, synchronization of sampling instants must be automatically handled; an algorithm for this is described in [20]. The fact that the GSM-1800 standard is not fully implemented does not affect the results here as long as the received signals are within the dynamic range of the ADCs, which for the testbed is not sufficiently large to comprise an actual GSM-1800 radio channel with fading variations and the near-far ratio. The weight resolution and calibration accuracy have an impact on the interference suppression capability of the adaptive antenna which affects the link budget only. Hence, the conclusions in this paper can be applicable to an ABF BS antenna and especially a GSM-1800 standard system with the reservation of the number of ADC bits.

The theoretical expressions were also verified using a simulation model of the hardware channel and allowed for an extension of the analytical model. The balance between weight accuracy and calibration accuracy showed that with a certain calibration accuracy, the output CINR could not improve above a certain limit, regardless of weight accuracy. Thus, the system designer should balance these two sources of error. For the testbed, it can be concluded that improving the calibration accuracy would gain more in output CIR as compared with improving the weight accuracy, the magnitude steps in the weighting units (1 dB) were too coarse, as compared with the phase accuracy (1°). Thus the bottleneck in the testbed is identified as the coarse magnitude steps. The system designer should put effort into making the phase and
magnitude error variances equal to minimize a large overhead in either the phase-shifter or attenuator accuracy. Note that it was assumed that the number of bits in the ADCs is sufficiently large, i.e., chosen so that the dynamic range is not a limitation of the system performance.

The extension of these results to other wireless standards depends on the complexity of the receivers. Using the ABF in a W-CDMA system is not feasible, even if the beamforming is carried out prior to the code correlator as in the multidimensional RAKE receiver [21]. Usually the channel model (1) is too simple to model a CDMA channel, although Naguib, Paulraj, and Kailath used it in one of their early derivations of the capacity improvement in using antenna arrays in CDMA systems [22]. In the multidimensional RAKE receiver, a set of weighting units for each RAKE finger and each user is required and the number of weighting units becomes very large, which is unpractical if they are implemented in hardware. Also, using a spread spectrum standard, the system bandwidth is increased and the transfer function of the hardware channel, defined as the matrix C, could become a function of frequency. This makes the calibration more difficult, and the complexity of the compensation algorithm increases.

Conclusively, the results in the paper applies to systems where ABF is possible to implement, such as in the demonstrated narrowband GSM-1800 system and in systems where the spatial beamforming and the temporal equalization are separated. The results from the theoretical model affects the link budget only, in terms of the received CINR at the BS, as long as the received signals are within the dynamic range of the receivers. The results are also independent of the choice of weight calculation algorithm and calibration algorithm.
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