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Abstract—The data traffic volumes are constantly increasing
in cellular networks. Furthermore, a larger part of the traffic
is generated by applications that require high data rates. Tech-
niques including Coordinated Multipoint transmission (CoMP)
can increase the data rates, but at the cost of a high overhead.
The overhead can be reduced if only a subset of the users is served
with CoMP. In this paper, we propose a user selection approach,
including pre-selection of CoMP users and short term scheduling,
that takes user requirements into account. Users that require a
high data rate to reach an acceptable level of service satisfaction
are selected to use coherent joint processing CoMP in some of
their downlink transmission bandwidth. Simulation results show
that both the number of satisfied users and fairness are improved
with the proposed user selection as compared to user selection
that does not consider individual user requirements.

I. INTRODUCTION

The data traffic in cellular networks has increased enor-
mously over the last years, and is expected to continue to
increase. A large part of the traffic volume in cellular networks
is generated by applications that require high data rates, such as
video. Inter-cell interference is the main limiting factor for high
data rates in cellular networks. To reduce inter-cell interfer-
ence Coordinated Multipoint transmission/reception (CoMP)
techniques have been proposed [1], [2], [3].

In this paper, we propose and evaluate a user selection
approach for linear coherent joint processing CoMP in the
downlink. Coherent joint transmission is also denoted Network
MIMO. It uses antennas at different cells to form a joint
downlink beamformer. This technique reduces the interference
within a cooperating cluster of cells by phase cancellation.
Coherent joint processing CoMP requires accurate channel
state information (CSI) which in turn requires the users to
frequently predict their channels and send feedback to the base
stations (BSs). User data need to be distributed between the
BSs, since the BSs transmit user data simultaneously to the
users. In order to reduce the feedback overhead in the uplink
and also the load on backhaul links due to the distribution of
user data between the BSs, we select a subset of the users for
CoMP.

In contrast to most studies of user selection for CoMP,
we take user experience into account. Most previous studies
focus mainly on maximizing sum rate per cell, e.g., [4], [5].
Users typically have different requirements, a fact that we
use to select users with high requirements for CoMP, and to
exclude others, for which transmission from a single BS is
sufficient to meet their requirements. Some users run hard
real-time applications, such as VoIP, which require a low

constant data rate and almost no delay or jitter, while others
are running less sensitive elastic applications, such as e-mail
and file transfer, which accept relatively large variations in
data rate and delay. Yet others run delay or rate adaptive
applications, which have requirements in between hard real-
time and elastic applications, such as streaming video and
conferencing applications. The level of user satisfaction of the
application types can be represented by utility functions [6].

The user selection approach proposed in this paper selects
users for CoMP based on application utility. User selection
is performed in two steps: First, by a pre-selection process,
and, then, by a joint time and frequency domain scheduler.
The algorithm proposed for pre-selection of users is a refined
version of the algorithm that we proposed in [7]. The pre-
selection of users for CoMP is intended as a radio resource
management (RRM) process that operates on relatively long
time scales, in the order of hundreds of milliseconds. Ap-
plication utilities of the users are evaluated, and the users
that need CoMP most are selected for CoMP transmission.
Application utility is naturally coupled to the longer time scale
on the pre-selection level, since it is a long term measure of
user experience. For many Internet applications, short term
measures, such as instantaneous data rate and delay in the
range of a few milliseconds are not so relevant, except for
some class of hard real-time applications with very strict delay
requirements. The joint time and frequency domain scheduler
operates on data rate and channel quality on the millisecond
time scale. Due to the short time scale and in order to keep the
complexity low, application utility is not used as a scheduling
metric. The time domain scheduler instead uses a target bit rate
that is based on the application utilities calculated by the pre-
selection process. Simulation results of the utility-based user
selection show that more users reach acceptable utility levels
and that fairness is improved, since resources are redistributed
from the users with very high utility values to users that require
more resources.

The remainder of the paper is organized as follows. In
Section II, the system model is outlined. The proposed pre-
selection and scheduling are explained in Section III. The sim-
ulation setup used to evaluate the scheme and the simulation
results are presented in Section IV. Conclusions are provided
in Section V.

II. SYSTEM MODEL

The downlink of a CoMP enabled cluster of K BSs with
M users is considered, as illustrated in Fig. 1. The BSs have
one transmit antenna, and the users have a single receive
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antenna. Joint processing and pre-selection of users for CoMP
are performed by a central control unit, which could be a
separate network node or located in one of the BSs.

The users are assumed to run one Internet application each.
In this paper, hard real-time, adaptive, and elastic traffic is
considered. This could correspond to traffic that in LTE would
use a default bearer with no guaranteed bit rate (non-GBR) [8].
The applications considered belong to one of the following
application types:

• Hard real-time applications, e.g. VoIP

• Adaptive applications, e.g., streaming media

• Elastic applications, e.g., e-mail or file transfer

The user satisfaction with a service is quantified by utility
functions. In this paper, we use utility functions of data rate,
which are similar to the ones presented in [6], which we used
also in [7]. The typical shapes of the utility functions of the
application types considered are shown in Fig. 2. The y-axis
indicates utility values between 0 and 1. On the x-axis, the
available data rate is indicated. The data rate marked with R
is the data rate for which the user is assumed to be satisfied.

For hard real-time applications, the following utility func-
tion, illustrated in Fig. 2a, is used

u(r) =
sgn(r −R) + 1

2
, (1)

where r is the available data rate and R is the data rate required
for the maximum utility u(R) = 1.

The utility function, shown in Fig. 2b, used for adaptive
applications is

u(r) =
1

1 + (1/ǫ− 1)(1−2r/R)
, (2)

where R is the data rate required for the maximum utility
u(R) = 1 − ǫ. In this paper, we evaluate an adaptive utility
function with ǫ = 10−9, which gives a function that clearly
differs from the ones used for hard real-time and elastic
applications.

The following utility function, shown in Fig. 2c, is used
for elastic applications

u(r) =
ln(r + 1)

ln(R+ 1)
, (3)

where R is the data rate required for u(R) = 1. Elastic
applications can, in contrast to adaptive applications, use an
even higher data rate, but with only marginally increased
utility.

All users admitted to the system need to be served. Two
transmission modes are offered:

• Coherent joint processing CoMP

• Conventional single BS transmission

Coherent joint processing CoMP requires detailed feedback
information, and, since we want to keep the amount of feed-
back information low, only a limited number of the users are
selected for CoMP. By limiting the number of users for CoMP,
the load on backhaul links is reduced, which would also be
an advantage if the capacity of the backhaul links is limited.
Conventional single BS transmission, on the other hand, is not
limited due to overhead, but can be used to serve all admitted
users. All users are served with single BS transmission, and
selected users are also served with CoMP. Hence, CoMP is
used as an add-on service.

Frequency selective downlink channels are considered as in
an OFDMA system. The bandwidth is divided into F resource
blocks (RBs). In each RB, one user per cell is scheduled. The
resources are divided into two groups in the time domain, with
all the RBs of the time slots in the one group reserved for
CoMP, rbsc, and all the RBs of the time slots in the other



group reserved for single BS transmission, rbss. Hence, the
CoMP service is available at predefined time intervals, as, for
example, in [9]. In Fig. 1, an example of a CoMP transmission
is shown. The users that are selected for CoMP and scheduled
in the current CoMP time slot are, first, precoded for CoMP
transmission by the central control unit, and, then, served by
all the BSs in the cluster.

Single BS transmission is performed for the users sched-
uled in the RBs in rbss. There is inter-cell interference result-
ing from other users scheduled in the same RB in the other
cells. Intra-cell interference is, however, avoided by scheduling
the users in separate RBs. For the users served with CoMP in
the RBs in rbsc, on the other hand, inter-cell interference is
mitigated with linear coherent joint processing CoMP using
zero-forcing precoding [10].

The total data rate of a user m is

rm =

F
∑

f=1

rf,m, (4)

where rf,m is the data rate of the user in RB f , which is

rf,m = β1Bf log2(1 + β2SINRf,m), (5)

where Bf is the bandwidth of a RB, and the SINRf,m is
the signal to interference plus noise ratio for the mth user
in resource block f . The constants β1 and β2 account for
overhead due to protocol headers, training sequences, trans-
mission mode, coding and modulation, etc [11], [12]. In order
to reduce the risk of overestimating the system performance,
a relatively high overhead is assumed in this paper, β1 = 0.57
and β2 = 0.30, corresponding to −5.23 dB.

The SINRf,m for a user served with CoMP is calculated
as follows:

SINRf,m =
|hT

f,mwf,m|2pf,m
∑

n∈Mrb,n6=m

|hT
f,mwf,n|2pf,n + σ2

, (6)

where, hT
m ∈ C

1×K represents the channels between the mth
user and the K BSs and wm ∈ C

K×1 are the beamforming
weights related to the BSs in the cluster. The interference
remaining after precoding comes from the transmissions to
the other users in Mrb, which is the set of users served in the
same RB. The remaining interference is zero for ideal zero-
forcing. The power spectral density allocated to the user across
the K BSs in each RB is pf,m, and σ2 is the noise spectral
density in which inter cluster interference is included.

The transmission power spectral density at each BS is
assumed to be limited by a maximum value, Pmax, and equal
user power allocation, as in [10], is applied within each RB.
This implies that pf,m = pf,n, for all users m,n. To fulfill
this constraint, the power spectral density allocation matrix
P = diag{pj} is scaled as

√
P =

{

min
k=1,··· ,K

√

Pmax

||W(k)||2F

}

· I[M×M ], (7)

where W
(k) is the beamforming weights of the kth BS, (·)F

the Frobenius norm, and I[M×M ] an identity matrix of size

Algorithm 1 User selection for CoMP

1: for Each CoMP epoch do
2: Pre-select M c users for CoMP
3: for Each time slot do
4: if Time slot reserved for CoMP transmission then
5: Schedule M td < M c selected users
6: end if
7: if Time slot reserved for Single BS transmission then
8: Schedule M td users of all users
9: end if

10: for Each RB in the time slot do
11: Schedule one user per cell
12: end for
13: end for
14: end for

[M × M ]. More advanced power allocation could have an
impact on the result, but this is not considered in this paper.

For the users served with single BS transmission, no
precoding is performed to eliminate the inter-cell interference
between the users served in the same RB. The SINRf,m of
a user served with single BS transmission is calculated as
follows:

SINRf,m =
|h(k)

f,m|2pf,m
K
∑

l 6=k

|h(l)
f,m|2pf,n + σ2

, (8)

where h
(k)
f,m ∈ C represents the channel between the mth user

and its serving BS, k, and h
(l)
f,m ∈ C the channels between the

other BSs, l, in the cluster and a user m. One user is served
in each cell, and each BS transmits with full power to the
scheduled user.

III. USER SELECTION FOR COMP

In this section, we propose a heuristic approach to select
users for CoMP. The proposed user selection for CoMP is
outlined in Algorithm 1. On a longer time scale, typically
hundreds of milliseconds, denoted CoMP epoch, a subset of
the users, M c, are selected as a long term pre-selection of
users to be served with CoMP. Scheduling on a shorter time
scale then allocates times slots and RBs to the users. CoMP
is used as an add-on service. This implies that all users are
served with single BS transmission, and that the M c users
pre-selected for CoMP are served both with CoMP and with
single BS transmission. Single BS transmission, therefore,
provides a baseline service. The main advantage of the add-on
CoMP service, as compared to letting some users use CoMP
exclusively, is that the data rates of the individual users vary
less due to which users that are selected for CoMP and which
are not selected.

Short term scheduling is performed first in the time domain
(TD) and then in the frequency domain (FD). With a joint
time and frequency domain scheduler, the scheduler in the TD
selects the users to serve for the duration of the next time slot
and the FD scheduler determines which user to serve in which
RB. The advantages are that the burden on the FD scheduler is
reduced, and that different scheduling policies can be applied
in TD and FD [13]. In the typical case and in this paper, the TD



scheduler considers user requirements, while the FD scheduler
mainly focuses on spectral efficiency. In the rest of this section,
the heuristic user selection in Algorithm 1 is described in more
detail.

A. Pre-selection

The main purpose of the pre-selection of users on a longer
time scale, in the range 100ms - 1s, is to reduce the feedback
overhead due to CoMP, as more detailed channel information
is required for CoMP than for single BS transmission. On this
level, long term objectives and performance measures provide
a feasible basis for the user selection, such as application
utility, average data rate, or user priority.

We propose a pre-selection algorithm, utility-based user
selection, that takes user requirements into account. The pre-
selection algorithm is an extended version of an algorithm
that we proposed in [7]. The algorithm selects users based
on the utility of the data rate that is expected to be achieved
if a user is served also with CoMP. The idea is to select the
users for which the application utilities would increase the
most in comparison to only single BS transmission. For this,
an estimation of the utility gain over the next CoMP epoch is
required.

The objective of the algorithm is to

maximize

M c
∑

m=1

∆um

subject to ∆um = um(rm, c + rm, s)− um(rm, s)

um(rm, c + rm, s) ≤ um, target

um(rm, s) ≤ um, target

um, target ≤ um(R),

(9)

where M c is the number of users that can be served with
CoMP, ∆um the expected utility gain if user m is selected,
um, c(rm, c + rm, s) and um, s(rm, s) the utilities of rates for
add-on CoMP and single BS transmission, respectively. The
utilities are calculated as in Eq. (1), Eq. (2) or in Eq. (3)
depending on the application type. Resources are assumed to
be scarce, since otherwise user selection would not be required.
The maximum utility may not be reached for most users.
Therefore, to impose some level of fairness the calculated
utilities are limited by a um, target, the corresponding rate of
which is used by the TD scheduler, as described in Sec. III-B.
In the case of adaptive or elastic utility functions 0.7 um(R) ≤
um, target ≤ 0.9 um(R) could provide an acceptable user
experience. For hard real-time applications, on the other hand,
the maximum utility is required, um, target = um(R), since
the utility function is a discrete function, which only evaluates
to 0 or 1.

In order to determine which users to select for the next
CoMP epoch, the data rates for the next CoMP epoch need
to be estimated. The resulting data rates will depend on user
requirements, in this case on um, target, on which Mc users that
are selected for CoMP, and on which users that are scheduled
in the same RB. As we want to avoid to check all possible user
groups for all time slots and RBs, the following approximation
is used for CoMP:

SINRf,m ≈ |hT
f,mwf,m|2pf,m

σ2
, (10)

where m is assumed to be the only user served with CoMP. It
is, however, not likely to be the case that m will be the only
CoMP user in a RB, but the user groups for the RBs in the
next CoMP epoch are not known and hard to estimate. Single
BS transmission is approximated by:

SINRf,m ≈
|h(k)

f,m|2pf,m
K
∑

l 6=k

|h(l)
f,m|2pf,n + σ2

. (11)

For the approximation of SINRf,m for CoMP and single BS
transmission, assumptions of the average |hf,m| values are
required, which in turn depends on the channel model. With
the channel model used in this paper, described in Sec. IV,
pathloss and shadow fading are assumed to be known by
the central control unit. Furthermore, pathloss and shadow
fading are assumed to be fixed for the duration of a CoMP
epoch. The short term fading is, however, not known at the
time when users are pre-selected. The user that is selected for
transmission in a RB is assumed to have a relatively high
channel quality, which implies that the average short term
fading gain for a selected user is higher than the average of the
Rayleigh distribution. This problem is similar to the problem
of average SNR for selection combining, as described in [14].
The average short term fading gain for user m when scheduled

is
M k
∑

m=1
1/m, where M k is the number of users having the same

serving BS k. For the short term fading gains of the channels
in the interference term, the average value of the Rayleigh
distribution,

√

(π/2), is used instead.

The data rates, rm, c and rm, s are calculated as in Eq. (4)
and in Eq. (5). The number of RB:s and time slots in which
a user will be served depends on the scheduling policies of
the short term schedulers and the channel conditions. For
simplicity, it is assumed that the users selected by the pre-
selection process will be served equally often during the next
CoMP epoch.

B. Time domain scheduling

For the proposed user selection approach, it is important
that the TD scheduling policy is consistent with the assump-
tions used in the pre-selection policy. Application utility could
be used as TD scheduling metric, which has been proposed
in many papers, e.g., [6]. We have, however, chosen to use
application utility only in the pre-selection algorithm, in order
to keep the complexity of the TD scheduler low. We evaluate
a target bit rate (TBR) scheduler similar to the TD scheduling
algorithm proposed in [15]. Instead of applying the same TBR
to all users, our TD scheduler uses TBR values corresponding
to um,target for the individual users. TBR values correspond-
ing to um,target act in place of the utility functions in the TD
scheduler. All users are considered for being scheduled in time
slots reserved for single BS transmission. The scheduling of
time slots reserved for single BS transmission is performed
without taking CoMP results into account. As an add-on
service model is applied, CoMP users, on the other hand, are
scheduled based on results both from single BS transmissions
and from CoMP transmissions. The users with the lowest
scheduling values are selected for the next time slot.

Vm = rm, avg/TBRm, (12)



TABLE I. TRAFFIC MIXES

Traffic type R value Mix 1 Mix 2 Mix 3 Mix 4

(kbps)

Hard real-time 87.2 0% 0% 0% 25%

Adaptive 2000 75% 50% 25% 50%

Elastic 2000 25% 50% 75% 25%

where rm, avg is the exponential moving average of past rates
in which a time slot history window, corresponding to the delay
requirements of the applications, is included, and TBRm is
the rate that is required to reach the um, target. For simplicity,
in order to avoid estimating the rate for the next time slot,
the rm, avg is one time slot behind. This is not expected to
influence the results significantly, since in this paper block
fading is used, and, hence there is no dependency of the fading
between time slots. Furthermore, the expected data rates in the
next time slot depend on the user group, which is unknown
when the scheduling decision is taken.

C. Frequency domain scheduling

For the short term scheduling in the FD we apply the
cellular user grouping proposed in [16]. In this cellular user
grouping, scheduling decisions are taken only with respect to
single cell transmission, as in conventional systems. Then, a
central control unit performs joint processing for the users
scheduled in the same RB in FD. One advantage of cellular
user grouping is that CoMP can be introduced without the
need to replace the efficient scheduling algorithms that are used
in conventional systems. The cellular user grouping evaluated
in [16] uses the score-based scheduler (SB) presented in [17]
in the FD for user grouping for CoMP. This user grouping
results in more efficient user groups for CoMP than random
user grouping, mainly since the probability that the users
have different strongest BSs is higher than with random user
grouping. The cellular user grouping with SB applied in [16]
performed very close to greedy central scheduling, at a lower
complexity and without imposing extra backhaul requirements.
Therefore, it is considered a suitable FD scheduler for this
study.

IV. SIMULATION SETUP AND RESULTS

The simulations are performed for a cluster of K = 3
single antenna BSs. The inter-BS distance is 500 meters. There
are M = 80 single antenna users in the system. The users
are dropped in a circular area with a radius of 360 meters
from the cluster center. An OFDMA system with a bandwidth
of 20MHz is considered. The bandwidth is divided into 100
resource blocks, each consisting of 12 subcarriers of 15 kHz.
Data scheduled in the resource blocks are transmitted in time
slots which have a duration of 1ms. The channel coefficients
between the mth user and the kth BS are modeled as hmk =
h
′

mk
√
γsγp, where the shadow fading is a random variable

described by a log-normal distribution, γs ∼ N (0, 8 dB), the
pathloss follows the 3GPP Long Term Evolution (LTE) model,
γp[ dB] = 148.1+37.6 log10(dmk), where dmk is the distance
between the kth BS and the mth user, and h

′

mk includes
the small scale fading coefficients, which are i.i.d. complex
Gaussian values according to CN (0, 1). The noise floor is
−125.22 dBm including a receiver noise figure of 7 dB. The

maximum transmission power per BS is 30W equally divided
over the RBs. For the simulations presented in this paper, the
user locations and the shadow fading values are drawn once
and held fixed for the duration of 500 time slots. The short
term fading values, on the other hand, are randomized for the
channels in each RB.

The M = 80 users are assumed to run one application each.
The applications have hard real-time, adaptive or elastic utility
functions, as described in Sec. II. The traffic mixes shown in
Table I, with various percentages of the users of each traffic
type, are used to illustrate the performance of the proposed
utility-based user selection. The hard real-time applications
generate a packet at 20ms intervals. The adaptive and elastic
applications are modelled as always having full buffers. The
utility-based pre-selection process selects M c = 40 users for
CoMP as add-on service. All M = 80 users are served with
single BS transmission. In every time slot M td = 20 users are
scheduled by the TD scheduler. CoMP transmission is used
at regular CoMP intervals that occur every 4th time slot and
has a duration of one time slot. The rest of the time slots
are used for single BS transmission. As comparison, a rate-
based user selection approach has been evaluated. The rate-
based approach is similar to the utility-based approach, but it
is unaware of application utility. Users are instead selected for
CoMP based on expected rate gains. In the rate-based user
selection, all users are seen as having the same requirements.
The user selection approaches are also compared to the case
when all M user are served with only single BS transmission,
and to the case when all M users are served with only CoMP.
In these cases, no user selection is performed, and all time
slots are used for the applied transmission scheme.

In Fig. 3, cumulative distribution functions of the number
of users vs. application utility is shown for traffic mixes 1-
3. All users have R = 2Mbps. For the utility-based user
selection, the TBR values correspond to u target = 0.8,
which gives TBR ≈ 0.1Mbps for elastic applications and
TBR ≈ 1.1Mbps for adaptive applications. The rate-based
user selection has TBR = 2Mbps for all users.

The results for traffic mix 1 is presented in Fig. 3a. The
percentage of the users with u < 0.1 is close to 30% for the
utility-based user selection, which is significantly lower than
than the 40% for the rate-based approach. Both approaches
perform much better than if only single BS transmission is used
for which about as much as 75% of the users have u < 0.2.
Even with CoMP a few users have u ≈ 0. These users have
channels with low quality due to shadow fading or interference,
or both.

The results for traffic mix 2 and 3 illustrated in Fig. 3b and
Fig. 3c, respectively, indicate that the percentage of the users
with u < 0.8 decreases as the division of adaptive and elastic
users shifts toward more elastic users and fewer adaptive. The
reason is that a lower rate is required to reach u > 0.8 for
elastic utility than for adaptive. For traffic mix 2, shown in
Fig. 3b, u > 0.8 is reached for almost all users for the utility-
based user selection. The results are even further improved for
traffic mix 3, as illustrated in Fig. 3c, to u > 0.85 for most of
the users.

For traffic mix 4, hard real-time users are included. The
results are shown in Fig. 4. Also here, utility-based user
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Fig. 3. Cumulative distribution of users vs. utility for (a) traffic mix 1, (b) traffic mix 2, and (c) traffic mix 3
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Fig. 4. Cumulative distribution of users vs. utility for traffic mix 4

selection provides a higher utility to more users than rate-
based user selection. To increase the probability that hard real-
time traffic reaches u = 1 for utility-based user selection, the
TD scheduler is instructed to use TBR = 1.5R, which is
TBR ≈ 131 kbps. The gain of utility-based user selection
over rate-based user selection for u = 0.8 is about 20%. All
the compared schemes are capable of providing the maximum
utility, u = 1, for the users of hard real-time applications, also
single BS transmission to all users. The shape of the curve
for single BS transmission to all users depends on the fact
that the hard real-time users reach u = 1 even for low data
rates. Therefore, there are more resources left for the users of
adaptive applications, and their utility values are increased as
compared to the other traffic mixes. Another difference that is
visible in the figures is that there are more users with u > 0.8
for the utility-based user selection. No hard real-time users
were selected for CoMP by the utility-based user selection,
which resulted in higher utilities for the users of adaptive
applications. The rate-based user selection, on the other hand,
selected some of the users of hard real-time applications for
CoMP.

For the tested traffic mixes, the proposed utility-based user
selection increases the fraction of users for which u ≈ 0.8 by
10−20% as compared to rate-based user selection. By lowering
the user requirement from u = 1 to u = 0.8 for adaptive
and elastic applications and selecting the users that would
gain more utility-wise from CoMP, fairness is also improved.
Fairness is an important issue to consider when resources are
scarce, which is typically the case in wireless networks [18].

In Table II, Jain’s index [19] is indicated to illustrate
fairness of utility for the tested traffic mixes. If all users

TABLE II. FAIRNESS OF UTILITY, JAIN’S INDEX

Mix 1 Mix 2 Mix 3 Mix 4

Single BS to all users 0.27 0.51 0.76 0.83

Rate-based user selection 0.60 0.76 0.89 0.77

Utility-based user selection 0.73 0.98 0.98 0.98

CoMP to all users 0.99 0.99 0.99 0.99

would have the same utility value, then Jain’s index would
be 1. For CoMP transmission to all users, the highest fairness
is achieved, and for single BS transmission to all users the
lowest. When CoMP is used, the available data rate is high
enough to reach high utilities for almost all users, except for
the ones with very low channel qualities. When all users are
served with single BS transmission, instead, fewer users reach
acceptable levels of utility. The proposed utility-based user
selection improves fairness considerably as compared to rate-
based user selection for the tested traffic mixes, since the users
are selected and scheduled depending on their utility functions.
For traffic mix 1, CoMP transmission to all users is required
to achieve a high fairness index. For the other traffic mixes,
utility-based user selection provides almost as high fairness
indices as when all users are served with CoMP. Resources
are redistributed to the users with low utilities at the cost of
fewer users with u ≈ 1.

V. CONCLUSION

In this paper, we have proposed a utility-based user selec-
tion approach for limited CoMP. User selection is performed
on two separate time scales. On the long term time scale, a
pre-selection process selects users for CoMP based on their
utility requirements and on which users that would gain more
from CoMP transmission. On a short time scale, joint time
and frequency domain scheduling is applied. The time domain
scheduler is unaware of utility, but operates based on target
bit rate values that have been set by the pre-selection process
according to the utility requirements. The frequency domain
scheduling is performed per cell, as in conventional systems.
In case of CoMP transmission, the users scheduled in the
same resource block are precoded for CoMP transmission
by a central control unit. The advantages of the utility-based
user selection are that the CSI feedback overhead required for
CoMP is reduced, the total utility of the users is increased,
and fairness is improved compared to if utility is not taken



into account when users are selected.
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