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ABSTRACT

Recent years have brought great changes in the approach to the systems condition
monitoring. Instead of using temporary attached sensors for scheduled technical
inspection more and more often permanent health monitoring systems are mounted on
structures. One of the techniques used for structural health monitoring systems is the
Lamb waves-based technique. In this paper a novel method for modeling and
simulation of complex shape transducers, used for the Lamb waves excitation and
sensing, is presented and illustrated on the example of Interdigital Transducer (IDT).
The proposed method is computationally efficient - it allows for an approximate
prediction of the wave-field generated by an arbitrary-shaped transducer in a relatively
short time.

INTRODUCTION

Non destructive testing (NDT) and structural health monitoring (SHM) systems
have been constantly improved during past decades [1]. These types of systems can be
based on a variety of physical phenomena. One of the methods recently introduced for
the system condition evaluation is the technique based on ultrasonic surface waves
propagation, especially Lamb waves (LWs). This type of waves can exist in thin plates
with parallel free boundaries and may be used for the detection of structural defects in
different types of materials [2]. LWs are sensitive not only for the surface flaws but
can be used for the detection of multiple defects in entire cross section of the structure
[3].

Among the transducers that may be used for LWs’ generation, interdigital
transducers (IDTs) are gaining increasing recognition.

The Interdigital transducers for use in NDT and SHM systems are relatively novel
construction. The structure of a typical IDT, presented in figure 1, consists of three
main layers: 1. Bottom electrode(s); 2. Piezoelectric material; 3. Top electrodes.
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Figure.l. Structure ofsingle sided IDT transducer (top electrcbottom electrode, crc section)

There are two versions of the IDTs: a single sidesign where only one side of
transducer is covered by interdigilelectrodes when other side is made as |
surface covered with conductive material and a Eoshkled IDT that has cor-
shaped electrodes formed on the both sides ofréimsducer. The distance betw:
the opposite phase electrodes (fingers separ[4] defines the length of the induc
wavel[5,6] Other aspect of the IDT transducers is theirtglibr directional vaves
generation [7,8] The wave beam is generated in the direction peipelar to the
finger electrodes and the divergence of the wadegpgndent on the fingers len.
The ultrasonic transducers, including I[, can be modeled using different techniq
for instance finite elemer (FE)[8] or finite differences methods[9lthough thes:
methods allow to create accurate models of thesdiasers, due to high tin
resolution required to simulate the high frequeresponses, thcomputationatime
can be significant. In some casaccurate modsl are not required and therefi
approximate methods can be u

The method proposed [f0] assumed that a finger of an IDT can be modeledd®t
of omnidirectional wave point sources. Next, theusticfield at a given distance w
calculated and the response due to overall exaitatin be found as a superpositio
all emitted waves. In1[l] the out-ofplane displacement at a given distawas
predictedbased on the Victorov plate thewsing theexpressions given[12].

Here, the authorpresent an approximate method the simulation ofIDTs, which
also assumeshe introduction ofa set of omnidirectional point sources athe
Huygen'’s principle to take into account interfereinf the excited waves. Howevel
simplified model for the phenomenon owave propagation is considered. ~
response at a given pointevaluated as a coolution between the excited signal ¢
thestructure’s transfer function (STF

APPROXIMATE MODEL DEVELOPMENT

The implementation proposed in this paper, assanse$ of omnidirectional wa
point sources, distributed according to the traoedgemetry (figure 2)
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Figure 2. Layout of the electrode pattern for b€ Used in numerical simulation: a) full patterritméan
active area marked (dashed line) b) an activepatarn used for approximate model development with
point sources localization

Each source generates an omnidirectional ultras@mt wave, which propagates in
a thin plate according to the predefined frequeseyendent structure’s transfer

function (STF) [13]. The response of the surfat€) on dispersive Lamb waves,
excited by the signal, t ( )nay be calculated using the following relation:

V. (t) = F (V. (w)G (k,w, X)) (1)

where G(k,«,X) is the frequency dependent ST,is the wavenumber of the

propagating modex is the propagation distance aRd stands for inverse Fourier
transform. In the case when multiple symmetricgi®) antisymmetric (A) modes are
present, the functio(k,«, X) takes the form:

G(k,w ) :is,- (@ +3 A(e" &)

where § and A/ correspond to the amplitudes of the received S Anchodes,
respectively.

Next, in order to model the wave-field generatedthyy transducer, the Huygens'
principle is adapted. According to this principl®], the signal evaluated at individual
point is a linear superposition of waves generbtethe point sources (figure 2b) and
can be written as:

Vior (0= Y POV ®

whereV,; (t) is the total response of the surface due to thitation V,(t) generated

by the transduceN®(t) is the response from a single sougc®® (t) is the weighting
factor that allows for the correction of the amyi¢ separately for each electrode.

STFSIMULATION SETUP

The proposed method was implemented in MATLAB®iemment as a set of
functions. The first step of the simulation proaeds the definition of the geometrical



parameters for the modeled transducer which, aepted in figure 2a is discretized
into a set of point sources. Based on the work idéd# and own research, considered
as beyond the scope of this paper, the discrefizatep was set as 4 point sources per
wavelength and each of the electrode was modeladsemgle line of point sources as
presented in figure 2b.

Next, the geometry of the structure and the postiof the measurement points are
defined and the matrix containing all the distanfteseach pair a point source — a
measuring point is created. The final steps areutzlons of the wave propagation.
First, the point-to-point response for each distam& calculated based on the
frequency-dependent transfer function. In the $isp the overall response in each
measuring point is obtained based on calculate@ ts®ries and power supply
configuration (gain, and phase for each fingertsdele).

NUMERICAL SSIMULATIONS
Influence of dispersion on IDT simulation results

To verify the results obtained with the propossethod numerical models of the
IDT placed on an aluminum plate were created udiiegdeveloped approximate
technique. The IDT model used for the simulatiolas wesigned for the excitation of
the AO mode at frequency 330kHz in a 4mm thick @auwm plate. Based on the
relationships presented in [8] the following dimens of the transducer were
calculated: L=15mn#=7.5mm, Wt=1.9mm We=0.75mm (see figure 1).

The first set of simulations was focused on thatifleation of the influence of the
dispersion on the shape of the beam-pattern. Tlasumeag points were defined in a
pattern of a circles with the radius equal 150mich @®0mm, as presented in figure 3.
For tests, two excitation signals were used atfteguencies: 100kHz and 330kHz.
The first frequency was in a dispersive part ofdhe/es whereas the second was at a
point with minimal dispersion.

For the both of selected frequencies the follovérgitation signals were considered:
first a wide-band signal consisting of 3 cyclessofe modulated with a Hanning
window was applied, next the number of cycles weseased up to 30 to get the
narrow-band signal and to reduce the effect ofadlgpn.
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Figure 4.Beam patterns evaluated for the waveseekaiith windowed tone burst consisting of 3 and 30
sine cycles using STF method at: a) distance ainbd@nd frequency 100kHz, b) distance of 150mm
and frequency 330kHz, c) distance of 900mm andierqy 100kHz and d) distance of 900mm and
frequency 330kHz

In figure 4 the beam-patterns obtained at distaicg50mm and 900mm for both
frequencies and both excitation signals were ptedeitt is visible that for frequency
330kHz, where the dispersion of waves is minimal #re electrode spacing of the
IDT is equal to the length of the generated wavigsiré 4b and figure 4d), the
changes in the number of cycles in excitation $ggoadistance from the transducer
have almost no influence on the generated beararpatbignificant differences are
however found for the excitation frequency 100kkgufe 4a and figure 4c). For the
angle intervals 7-42and 140-176(+180) the beam-pattern obtained with the wide-
band excitation is flattened compared to the naisand one for both of the tested
distances. Moreover, the similar effect may be oleskif the beam-patterns from
different distances are compared. Results obtafr@d distance of 150mm are
flattened compared to these from 900mm in givesrvuals.

To verify the accuracy of the proposed method,séheond set of simulations were
performed for different excitation frequencies andhpared to the ones obtained from
commercially available FE software (ANSYS Multiplgg. The model of the
structure created in ANSYS Multiphysics was builing 20-node brick finite
elements. Fully coupled transient analyses werefopeed to simulate the
piezoelectric effect present in the IDT. The sirtiales were performed with the same
settings: the simulation time was 80us and thesthacers were excited with the same
electrical signals (a five-cycle tone burst modedatvith a Hanningvindow with the
amplitude 100VY.).



FEM validation of the proposed technique

Because there is no direct relationship betweatemal properties and amplitude
of generated signal, moreover there is no dampirthe approximate model, only a
gualitative comparison could be done between thaultee obtained from the
simulations carried for FE and STF based models.
The beam patterns, calculated for each excitatiequency using the obtained time
series, were eventually taken for results comparig@r each measuring point the
Hilbert transform was used to determine the eneelafithe snapshots for the out-of-
plane velocity. Next, the maximal value found facle envelope was used for beam
pattern calculation. Finally the maximal value deieed for each beam pattern for
given simulation was found and then used for aomgditnormalization. In figure 5 the
beam patterns for 100kHz, 330kHz and 425kHz arsepted. It is clear that a good
agreement between the proposed model and FEMgesutbe observed for all tested
frequencies.
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Figure 5. Normalized beam patterns of the IDT algtdiduring simulations with FEA (ANSYS) and
proposed approximate (MATLAB) models at: a) 100kb)z330kHz c) 425kHz.
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Figure 6. Amplitude - normalized signals generdtgthe IDT at: @) 100kHz, b) 330kHz c) 425kHz.

In figure 6 the amplitude-normalized time serietaoted from poinMp (see figure 3)
during the numerical tests are compared. At 330kdth the waveform and
normalized amplitude of the signal are almost idah(figure 6b). For the signals at
100kHz the shape of the waveform is similar but esafifferences in the amplitude
may be observed (figure 6a). The worst results istamgee can be observed at



frequency 425kHz where significant differences leetw the waveforms can be
noticed (figure 6c).

DISCUSSION

For all selected frequencies the results obtafre@d the simulations based on a
frequency dependent transfer-function model ardasino the ones found with FEM
analyses. The computational time required to detertime results when the proposed
method was applied was two orders shorter thanp#red required to find the
referential FEM results. For lower frequencies bb&am patterns and waveforms
show good agreement. At 425 kHz the differencesrareh higher, and they can be
noticed especially for the time-history plots. Tihain source of these differences is
the presence of a higher order mode S1 in the mespaf the structure [8] which is not
modeled in the approximate method. Nevertheless,sttape of the beam pattern
obtained from the developed technique is very aimo the one from FEM and can
be used for the identification of the transduceperties.

Despite of the simplicity of the proposed methasljedloped model correctly simulates
beam-pattern and time series not only in the frequevhere dispersion is minimal
but also in frequencies where its level was sigaitt.

CONCLUSIONS

The preliminary results which were obtained upésv show that the proposed
method can be used for simulations of dispersivenliavaves generated using
complex shape transducers, i.e. IDTs. The methaslfalits computational efficiency,
can be used for the initial simulations to identifyteresting frequencies or
configurations of designed transducers. Subsegemttetailed simulation can be
performed for specific cases using FEM.

The main drawback of the proposed method, at theneng is a lack of direct
relationship between the transducer’'s material gn@s (i.e. piezoelectric constants,
stiffness of used material, etc.) and the produeedtation. Moreover, only two
fundamental modes are modeled in the system amttisent.

As future extensions of the model features, suchmasle excitability, higher order
modes and material properties of the transduceplareed to be added to the model
to increase its usefulness and accuracy.
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