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ABSTRACT

Active noise control is of increasing interest in e.g. cars, but the zone
of noise damping becomes limited in reverberant environments. We
investigate the possibility of extending this spatial zone significantly,
by using multiple control loudspeakers. MIMO feedforward con-
trollers designed by linear quadratic control theory are here shown
to increase the limiting frequency for uniform damping in a 0.3×0.3
m test area, from 200 Hz to around 600 Hz.

1. INTRODUCTION

Noise is becoming an increasing problem in cars, partly because the
push to lower fuel consumption by reducing weight tends to reduce
the use of passive damping. Active noise control can reduce low-
frequency noise by feedforward or feedback control [1]. Active sys-
tems in vehicles have been limited to the very lowest frequencies, see
e.g. [2]. To the best of our knowledge, significant attenuation over
useful spatial volumes has not been reported for frequencies above
200 Hz in car interiors.

When using a single loudspeaker, the zone of control is severely
limited to a small fraction of the wavelength [3]. We here inves-
tigate the use of multiple loudspeakers to increase the upper limit-
ing frequency for which uniform damping is attained within a target
area. While other applications are conceivable, our investigation,
performed in a room as outlined in Fig. 1, is primarily designed to
guide ongoing investigations in vehicles. The use of continuous on-
line adaptation and the use of a large number of active microphones
in cars is problematic and expensive. Therefore we also explore
the feasibility and accuracy requirements of designs based on pre-
estimated models of acoustic transfer functions.

The use of multiple loudspeakers to control sound fields has re-
ceived significant interest over the past decade. Three classes of
methods have been proposed: Wave field synthesis,see e.g. [4], High
Order Ambisonics [5] and multipoint Mean Square Error (MSE) de-
signs, see e.g. [6] and [7]. Of these alternatives, only multipoint
MSE design offers control over the time domain properties while
not demanding unrealistic assumptions.

We here utilize an MSE feedforward control strategy based on
LQG (Linear Quadratic Gaussian), or H2, optimal control, using
a polynomial equations approach to the design of filters and regu-
lators. Compared to state-space methods, such solutions offer in-
creased structural insight and also have good numerical properties.
Compared to time domain matrix-based multipoint MSE optimiza-
tion of FIR filters [8], we avoid the inversion of extremely large
block-Toepliz matrices. Such methods, as well as adaptive tuning,
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Fig. 1: The experimental setup, consisting of the noise speaker
(gray) and seven control speakers (black and white), placed around
a sofa with the 16 microphone positions, marked by ‘ |©’ placed at
ear height of a person sitting in it. The black loudspeaker and micro-
phone are used in a SISO design for comparison.

would be impractical in the problem to be considered here, with
many loudspeakers, control points and high order models and filters.

The solution used here has been derived in [9]. A linear compen-
sator in matrix fraction form is designed under stability and causal-
ity constraints. Frequency-dependent penalty weights can be used
on the control errors and on the control signals in the quadratic de-
sign criterion. This feedforward regulator design has recently been
applied successfully to problems of audio equalization and control
of room acoustics, see [10] and [11].

The obtained results are promising. In particular, noise reduc-
tion above 10 dB is obtained over a 0.3× 0.3 m area for frequencies
up to 500 Hz with a causal feedforward filter, designed to suppress
broadband noise. The design can be based on models of room trans-
fer functions in FIR form, with realistically obtainable accuracy.

Notation: The transpose of a matrix M is denoted M′. Matrices
of causal FIR filters are represented by matrices P(q−1) of polyno-
mials in the backward shift operator q−1, where v(t−1) = q−1v(t)
while v(t + 1) = qv(t) for discrete-time signal vectors v(t). The
time-domain operator q−1 corresponds to z−1 or e−jω in the fre-
quency domain. For a polynomial matrix P(q−1), the corresponding
conjugate matrix P∗(q) is defined as its conjugate transpose, with
the forward shift operator q substituted for q−1 as arguments. Argu-
ments are below omitted where there is no risk of misunderstanding.
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Fig. 2: A linear acoustic system is affected by L disturbances r(t)
through the primary paths D(q−1) to the volume of interest. N loud-
speakers, with secondary paths B(q−1) , are used by the feedforward
regulator R(q−1) to control the sound field within the volume of
interest.

2. FEEDFORWARD ACTIVE NOISE CONTROL

A linear acoustic system is affected by L measurable disturbances,
represented by a column vector r(t), that are to be used for feedfor-
ward control, as illustrated in Fig. 2. The influence of these noise
components is to be suppressed at M control points (measurement
positions), by using a set of N loudspeakers where, in general, N <
M . The control points are assumed located in the volume to be si-
lenced, spaced by distances less than the spatial Nyquist frequency
of the highest frequency sound to be controlled. The channels from
the N control loudspeakers to the M positions (variously denoted
forward paths, secondary paths or control paths) are represented by
the FIR matrix model

y(t) = B(q−1)u(t) . (1)

Here, the N × 1 vector u(t) represents loudspeaker input signals at
discrete time t, while the M × 1 vector y(t) is the sound sampled at
the control points.

The noise components to be controlled are described by noise
paths (primary paths) from r(t) modeled by an M × L FIR matrix,

z(t) = D(q−1) r(t) . (2)

Spectral properties of r(t) are furthermore represented by a stable
vector-autoregressive model

r(t) = H−1
(q−1) e(t) , (3)

where the L×1 vector e(t) is white, with zero mean and covariance
Re.

The LQG feedforward regulator is a linear rational matrix

u(t) = −R(q−1) r(t+ d) , (4)

of dimension N × L, resulting in a control error vector

ε(t) = z(t) + y(t) = (q−dD − BR)r(t+ d) . (5)

The control paths BR are made to approximate the ”target” q−dD
that represents the noise paths, or primary paths, delayed by d sam-
ples. Use of a longer delay results in a higher approximation fidelity.
However, to compensate for this the regulator (4) needs to act on a
time-shifted (predicted) feedforward signal r(t + d). For narrow-
band noise r(t), prediction can be performed with high precision
while this is not the case for broadband noise. We will use d � 0 in
designs for narrowband noise below, while d = 0 is used for broad-
band designs.
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Fig. 3: The power spectral density from the noise speaker to all the
microphone positions (gray), and their RMS average (black).

The design aims to minimize the scalar quadratic criterion

J = E{(V ε(t))′V ε(t) + (Wu(t))′Wu(t)} , (6)

under constraints of stability and causality of R(q−1). The weight-
ing V(q−1) is an M × M polynomial matrix of full normal rank
M . The square polynomial matrix W(q−1) can be used to focus the
control energy to appropriate frequencies, and into spatial subspaces
that are appropriate for the room and the sound system. For exam-
ple, when W(q−1) = diag[Wj(q−1)], each scalar penalty FIR filter
Wj(q−1) can be given low gain within the operating range of loud-
speaker j and high gain outside of that range.

The problem becomes a special case of a MIMO LQG feedfor-
ward regulator design problem in input-output form discussed in [9].
The solution is obtained by first computing an N × N polynomial
matrix β(q−1), that has a stable and causal inverse, from the spectral
factorization equation

β∗β = B∗V∗V B + W∗W . (7)

Such a matrix is guaranteed to exist under mild conditions, for ex-
ample by the use of a penalty matrix W such that det[W(z−1)] �= 0
on the unit circle.

A causal N×L polynomial matrix Q(q−1) is then, together with
an N ×L polynomial matrix L∗(q), obtained as the unique solution
to the polynomial matrix Diophantine equation

q−dB∗V∗V D = β∗Q + q L∗H . (8)

The unique stable linear regulator (4) that minimizes the criterion (6)
for the model (1), (2), (3) is then the IIR filter

u(t) = −β−1
(q−1) Q(q−1) r(t+ d) . (9)

See Section 3.3 of [9] for a proof. We truncate the pulse responses
and realize the controller with FIR filters.

3. EXPERIMENTAL EVALUATION

3.1. Method and Assumptions

All experiments were performed in a room with dimensions 4.6 ×
6× 2.6 m. Microphones were placed uniformly in a grid with 4× 4
control points covering 0.3 × 0.3 m. The grid was placed above a
sofa at a height corresponding to the ears of a person sitting in the
sofa. Eight ATC SCM16 speakers were placed around the sofa as
illustrated in Fig. 1. One of these speakers, placed 1.45 m behind
the sofa, was used as the noise source and will be referred to as the
noise speaker below. The seven other speakers were used as control
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Fig. 4: MIMO narrowband design (d = 0.1 s) noise suppression po-
tential. Top) Simulation results for the narrowband design. Bottom)
Results after validation measurements. The black curve is the RMS
average of the target spectra |D(e−j2πf )|2 at the 16 microphone po-
sitions, and the gray curve is the RMS average of the control errors.

speakers. The input to the noise speaker was used as feedforward
signal (L = 1). It should be noted here that this assumption of full
knowledge of the noise source is unrealistic in a practical implemen-
tation. However, we use it in this work to show the full potential of
the method. Generation and prediction of the feedforward signal is
regarded as a separate problem.

FIR models of order 19999, sampled at 48 kHz of the impulse
responses from each loudspeaker to each microphone position were
estimated. Sine sweeps were used as excitation signals (see [12]),
with 9 sweep periods for each impulse response. The power spectral
density (PSD) of the estimated impulse responses from the noise
speaker is shown in Fig. 3 for frequencies up to 2400 Hz.

Using the estimated impulse responses, subsampled to 4.8 kHz,
narrowband and broadband regulators were designed. The modeling
delay was set to d = 0.1 s for the narrowband case and to d = 0 s
for the broadband case. In both cases, the weighting matrix W(q−1)
in (7) was set to be diagonal, with the diagonal elements having a
magnitude of −30 dB in the frequency range 60 − 1500 Hz and a
high gain outside of it, for all loudspeakers. The weighting matrix
V(q−1), as well as H(q−1), were set to unit matrices.

For comparison, SISO regulators were constructed using one
loudspeaker and one microphone position, both marked in Fig. 1.
The same modeling delays as in the MIMO case were used in the
SISO designs. However, for the SISO narrowband case, the possi-
bility of incorporating the noise characteristics into the design equa-
tions via the AR model in (3) was fully taken advantage of. This
leads to one design per narrowband test signal. The SISO control
speaker was chosen to be the one with the most similar spatial prop-
erties as the noise speaker (see Fig. 1). The weighting W(q−1) was
chosen to be scalar, with value 10−5.

Simulations were performed to evaluate the performance of all
the designs. Validation measurements at the control points were con-
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Fig. 5: MIMO broadband design (d = 0) noise suppression po-
tential. Top) Simulation results for the broadband design. Bottom)
Results after validation measurements. The black curve is the RMS
average of the target spectra |D(e−j2πf )|2 at the 16 microphone po-
sitions, and the gray curve is the RMS average of the control errors.

ducted both to test the target noise path (q−dD) reproduction accu-
racy through the regulator and to see how well actual noise signals
were attenuated. For the later purpose, three different single tone ex-
periments with frequencies 200, 400 and 600 Hz were performed, as
well as an evaluation for a broadband noise, with energy content in
the frequency range 60− 700 Hz. For the purpose of validating the
reproduction quality of the target path, the same sine sweeps were
used as in the original system identification.

3.2. Results

Fig. 4 shows the results from the narrowband MIMO design. The top
part shows the RMS averages, both for the PSD of the target over the
16 microphone positions and for the PSD of the errors between the
target impulse responses and the simulated resulting impulses re-
sponse. The bottom part shows the same curves from the validation
measurements. The power of the error, relative to the target, indi-
cates the attainable power of the remaining noise after cancellation.
Worth noting is that simulated and measured results are very similar
in shape, which is the case for all the results, including those given
only for measured data below. A good signal to noise ratio in the
identification resulted in accurate system models.

Although Fig. 4 shows the accuracy in the frequency domain of
the results, it fails to incorporate the effect of the modeling delay
in the time domain. Choosing a modeling delay larger than 0 causes
the impulse responses of the control path to have pre-ringings. These
pre-ringings are mainly affecting the higher end of the spectra.

The levels of attenuation achieved for the three sinusoid signals
are shown in Table 1 for the MIMO design and in Table 2 for the
SISO designs. Here we note that the MIMO design can achieve a
silent zone throughout the area of interest whereas the SISO designs,
as expected, fail to do so. It is interesting to see that for the MIMO
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Table 1: Attenuation at the 16 microphone positions for the MIMO
narrowband design at 200, 400 and 600 Hz.

200 Hz

29.9 dB 23.0 dB 23.9 dB 28.6 dB

18.2 dB 25.7 dB 24.3 dB 16.8 dB

19.4 dB 25.9 dB 23.6 dB 16.5 dB

35.1 dB 25.1 dB 29.1 dB 25.0 dB

400 Hz

19.7 dB 22.5 dB 24.9 dB 19.5 dB

26.0 dB 21.9 dB 19.7 dB 24.3 dB

24.3 dB 18.5 dB 14.8 dB 13.3 dB

14.6 dB 12.9 dB 13.7 dB 11.8 dB

600 Hz

4.3 dB 4.6 dB 7.0 dB 20.0 dB

9.8 dB 9.2 dB 5.6 dB 2.6 dB

15.3 dB 7.9 dB 7.8 dB 10.1 dB

5.1 dB 7.4 dB 8.2 dB 6.6 dB

Table 2: Attenuation at the 16 microphone positions (target position
for the regulator design in bold) for SISO narrowband design.

200 Hz

7.5 dB 9.3 dB 8.0 dB 5.4 dB

9.8 dB 14.7 dB 13.3 dB 8.6 dB

12.4 dB 22.1 dB 16.6 dB 9.6 dB

15.3 dB 31.6 dB 15.0 dB 8.5 dB

400 Hz

0.5 dB 3.5 dB 5.1 dB 1.7 dB

1.1 dB 3.2 dB 4.9 dB 3.3 dB

2.8 dB 5.0 dB 7.1 dB 5.5 dB

10.8 dB 28.4 dB 12.5 dB 16.1 dB

600 Hz

-1.8 dB 19.2 dB -2.0 dB -5.0 dB

-3.1 dB 0.8 dB 0.8 dB -3.4 dB

-3.5 dB 1.7 dB 1.1 dB 0.5 dB

1.4 dB 19.4 dB 1.5 dB 3.2 dB

design, the zone of silence is rather uniform even at 400 Hz. At 600
Hz, however, the attenuation has started to become quite dispersed.

The accuracy and noise reduction potential remains large also
for the MIMO broadband design, using d = 0, with results shown
in Fig. 5. A performance reduction in the broadband design due to
the lack of modeling delay can be seen in Fig. 5, particularly in the
lower frequency range.

Finally, a broadband signal with the frequency range 60-700 Hz
was sent through the MIMO system, with and without control. The
spectral content of the result (RMS average) can be seen in Fig. 6.
The result is similar to that expected from the mean error results in
the sine sweep validation measurements of Fig 5. An attenuation
of more than 10 dB was obtained at almost all frequencies in the
range 70 − 500 Hz. Significant attenuation was also attained for
500 − 700 Hz, a frequency region where transfer functions from
individual loudspeakers are extremely irregular and vary between
control points, see Fig. 3.
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Fig. 6: Results from real time cancellation of a broadband noise
signal with energy in the frequency range 60-700 Hz. The black
curve is the frequency content of the original noise, and the gray
curve is the frequency content after attenuation.
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