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Abstract—In this paper, cost function for routing is studied. By 
introduction of improved cost function, an improved algorithm is 
proposed. Compared with the original algorithm, the improved 
algorithm is more stable and the feasible solution obtained is 
closer to the upper bound of optimal solution. The optimal 
solution lies between the upper bound and the feasible solution, 
so the feasible solution is even closer to the optimal solution. 
Therefore, algorithm with new cost function has better 
performance than the original algorithm.  

Keywords- cognitive radio; ad hoc networks; cross-layer 
approach;link cost design 

I.  INTRODUCTION 
Cognitive radio (CR) is an important technology for solving 

the spectrum underutilization problem. A cognitive radio has 
the capability to sense its environment and adapts its 
transmission parameter (e.g., carrier frequency, modulation, 
etc.)[1]. In a CR network there are two types of users: primary 
users and secondary users. The owner of a channel is referred 
to as primary users and all other users of the channel as 
secondary users. Secondary users identify the currently unused 
channels and accesses the channels opportunistically. By this 
way, the secondary users can share spectrum with the primary 
users. Different from the existing multi-channel multi-radio 
(MCMR) networks where the set of available channels at each 
node is identical (e.g., [2], [3], [4]), in CR networks the set of 
available channels is different from node to node. This adds 
complications to algorithm design for resource allocation in CR 
networks. Meanwhile, in ad hoc networks without a center 
controller, a distributed algorithm is needed.  

In recent years, optimal resource allocation based on cross-
layer approach has received enormous attention due to the 
increasing awareness that conventional network layering 
unnecessarily limits achievable network capacity (e.g., [5], [6]). 
Cross-layer approach integrates all resource from different 
layers to optimize resource allocation. The resource contains 
transmission power and code in physical layer, frequency 
schedule in MAC layer, routing in network layer. Especially in 
network layer, as an important aspect in cross-layer approach, 
link cost among nodes needs to be well designed for routing 
(e.g., [7]).  

Hou et al. in [8] gave a definition of link cost named 
incremental link cost (ILC) and proposed a distributed resource 
allocation algorithm based on ILC. But according to their 
definition, when nodes choose route, they will only consider 
themselves in spite of the influence to their neighboring nodes. 
This results in instability of the distributed algorithm and even 
lack of feasible solution. In this paper, a improved link cost is 
proposed. Results show that improved resource allocation 
algorithm based on the new link cost function (LCF) provides 
better performance. 

II. ASSUMPTIONS AND NETWORK MODEL 
Consider a CR ad hoc network with N secondary users. 

There are M orthogonal channels in the network, denoted by 
the set C. Each secondary user individually detects available 
channels, and the set of available channels that can be used for 
communication is different from node to node. Let  and iC iM  
denote the set and the number of available channels at node i, 
respectively. For each available frequency band at a node, the 
bandwidth is assumed to be w. 

For data transmission from node i to node j, a widely used 
model for power propagation gain ijg  is 

1
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Where  is the physical distance between nodes i and j and ijd
α  is the path loss index. 

Denote  the transmission power from node i to node j in 
frequency band m. Then the received power 

m
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Assume a data transmission from node i to node j is 
successful only if the received power at node j exceeds a power 
threshold, say . Then we have TP

m
ij ij Tp g P≥i .                                      (3) 
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Therefore, the minimum required transmission power on 
node i is 
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Similarly, it is assumed that an interference power is 
negligible only if it cannot exceed a threshold defined as IP  at 
a receiver. Then we can infer that the interference radius of 

node i is 1/( )
m
ij

I

p
P

α . 

III. DEFINITION OF COST FUNCTION 
In this section, we define the link cost function (LCF) and 

band cost function (BCF). According to the definition of link 
cost in [8], we firstly need to give the definition of band cost 
function (BCF). Then using BCF, we can define LCF. 

A. Band Cost Function (BCF) 
When a node uses a certain band to transmit, it must occupy 

some spectrum and space. The spectrum and space is the cost 
the node needs to pay for communication. A metric is proposed 
in [9] to represent the cost as space-bandwidth-utilization. 
While in [10] it is named bandwidth-footprint-product (BFP). 
Here we also call it as BFP. When a node uses some band to 
transmit, the BFP equals the production of bandwidth and 
interference area corresponding to its transmission power. So 
BFP characterizes the spectrum and space occupancy for a CR 
network. The smaller the total BFP of a network, the higher the 
utilization of spectrum and space. 

For example, if node i transmits data to node j with 
transmission power using band , the BFP 

is

m
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reduces to 2/( )
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Based on BFP, we can define band cost function (BCF) as 
the ratio of the change of BFP and capacity in a certain band. 
On the assumption that node i transmits data to node j with 
transmission power using band  in AWGN channel. 
The ambient Gaussian noise density is

m
ijp im M∈

η . When band m stays 
in different cases, the computation of BCF has following three 
ways: 

First case, band m is already used but , where 

 is the maximum allowed transmission power of node i. 
BCF in band m can be computed as 
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Second case, band m is not yet used. BCF can be 
computed as 
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Third case, band m is already fully utilized, i.e. 
. BCF can be defined as∞ . ( )m m

ij ij Up p=
Foregoing definition of BCF is the same as incremental 

band cost (IBC) in [8]. Observing the definition in the second 
case, we can see that BCF is irrelative with m. That means for 
any band which is not yet used between node i and node j, the 
BCF is the same. But actually, the influence of using different 
band to neighboring nodes is different. The neighboring nodes 
of a node refer to the nodes that fall in the transmission range 
of that node.  

Take an example in Figure 1 where every node has a set 
of available bands. If node A transmits to node B using band 2 
and node C falls in the interference range of node A, then node 
C can not use band 2. As a result, node C and node D can not 
communicate with each other. But if node A transmits to node 
B using band 1, then node C and node D can communicate 
with each other using band 2. So in this example, using band 1 
or using band 2 for node A and node B will have different 
effect to neighboring nodes C and D. Then naturally, BCF of 
band 1 should be different from that of band 2. 

 
Figure 1.  An Example of Band Difference 

From the upper example, we can come to a conclusion that 
the definition of BCF in the second case must consider the 
influence to neighboring nodes. We define the influence of a 
certain band as the number of neighboring nodes which own 
that band. So the influence can be expressed as 

( , ) ( , , )
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Where  is the set of neighboring nodes of node i, 
 is 0-1 binary variable. If node i can use band m to 

communicate with node j, then 

iT
( , , )link i j m

( , , ) 1link i j m = .Otherwise, 
( , , ) 0link i j m = . 

Meanwhile, according to the node order proposed in [11], 
we realize that the more bands a node can use, the more 
flexible the node is in the aspect of band choosing, i.e. the less 
constraints on the node. That means it has more possibilities to 
add rate of sessions across the node. Hence, the definition of 
BCF in the second case should take into account the number 
of available bands in a node, i.e. iM . 

Jointly considering the upper two suggestions, we redefine 
the BCF in the second case as  
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B. Link Cost Function (LCF) 
Based on BCF, the definition of link cost function (LCF) 

can be given. When there exists first case bands between node 
i and node j which are denoted by the set A, LCF can be 
defined as 

{ }( , ) min ( , , )
m A

LCF i j BCF i j m
∈

= .                     (9) 

Otherwise, we examine if there exist second case bands, 
i.e. a new band. If exist those bands which are denoted by the 
set B, there are two definitions of BCF, i.e. (6) and (8). (6) just 
needs information of the transmission node, but (8) needs not 
only information of the transmission node but also information 
of the reception node. No matter which definition BCF is, 
LCF has definition as 

{ }( , ) min ( , , )
m B

LCF i j BCF i j m
∈

= .                  (10) 

If no band of the upper two cases exists, the LCF 
between node i and node j can be defined as 

( , )LCF i j = ∞ .                                 (11) 

IV. PERFORMANCE EVALUATION 
In this section, we present simulation results to demonstrate 

the performance of the new definitions of BCF and LCF by the 
distributed optimization algorithm proposed in [8].The 
objective of the algorithm is maximizing the minimum scaling 
factor of data rates for a set of user communication sessions. 
The detailed algorithm can be referred to [8]. 

A. Simulation Setting 
Consider a 20-node ad hoc network with each node 

randomly located in a 60  area. The units for distance, rate, 
and power density are all normalized with appropriate 
dimensions. Assume there are M = 10 frequency bands in the 
network and each band has a bandwidth of w = 50. Each node 
may only have a subset of these frequency bands. In the 
simulation, this is done by randomly selecting a subset of 
bands for each node from the pool of 10 bands. 

60×

We assume that, under maximum transmission power, the 
transmission range on each node is 20 and the interference 
range is 30. The pass loss index α  is assumed to be 4. The 
transmission threshold is assumed to beTP wη . Thus, we have 
the maximum transmission power max 20 TP Pα= i  and the 
interference threshold / (1.5)I TP P α= .We assume there are 4 
communication sessions, where the source and destination are 
randomly selected and the minimum rate requirement of each 
session is 10. 

B. Simulation Results 
The metric of performance is the same as that used in [8], 

i.e. the ratio of scaling factor K obtained via the distributed 
algorithm over that obtained by the upper bound. We call the 
original algorithm using ILC as link cost proposed in [8] ILC-
based Algorithm (ILCA), the improved algorithm using our 

link cost LCF-based Algorithm (LCFA), i.e. ILCA uses the 
definition (6) and LCFA uses the definition (8). Besides, when 
choosing a new band, the criterions of the two algorithms are 
different. ILCA chooses the band with maximal , while 
LCFA chooses the band with minimal BCF. Figure 2 is the 
results obtained by ILCA and LCFA for 10 simulation runs 
respectively. 
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Figure 2.  Results of ILCA and LCFA for 10 simulation runs 

Figure 2 shows, as a whole, the solution of LCFA is closer to 
the upper bound than that of ILCA, i.e. closer to the optimal 
solution of centralized algorithm. That is because when 
choosing a new band, LCFA chooses the band with minimal 
BCF. That means the band have maximal potential capacity 
with minimal interference. So the session of LCFA can achieve 
higher rate, i.e. higher ratio. 

Meanwhile, From Figure 2, we can see that some ratios of 
ILCA are zero. However, with the same parameters, the results 
of LCFA are all nonzero. For seeing that more clearly, now we 
count the percent of simulation runs whose ratio is zero for 100 
simulation runs. Figure 3 shows the percent varying with the 
number of frequency bands M from 3 to 10 for both algorithms.  
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Figure 3.  The percent of simulation runs whose ratio is zero varying with M 

In Figure 3, the two percents decrease when M increases. 
But the percent of LCFA is always smaller than the one of 
ILCA. That means LCFA is better in finding routes for 
sessions. We can explain that ILCA uses the definition (6) 
which does not consider the influence to neighboring nodes. As 
a result, when choosing route, a session choose a busy route 
which is the only route of another session. Then that session 
has no route to choose. So the ratio of the session is zero. 
Differently, LCFA uses the definition (8) which considers the 
potential interference to neighboring nodes. So the session will 
avoid choosing the route which is possible to collide with other 
sessions. 

V. CONCLUSION 
In this paper, we considered the cross-layer approach for 

resource allocation in cognitive radio ad hoc networks. Cost 
design for routing is necessary when network layer is taken 
into account. An improved cost function is presented. Two 
distributed algorithms, i.e. with original cost function and with 
improved cost function respectively, are used in the simulation. 
Numerical results show the new algorithm with improved cost 
function is more stable and the solution is closer to the optimal 
solution of centralized algorithm. 
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