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Abstract

Revenue maximization for network operators is considered as a criterion
for resource allocation in wireless cellular networks. A business model en-
compassing service level agreements between network operators and service
providers is presented. Admission control, through price model aware ad-
mission policing and service level control, is critical for the provisioning of
useful services over a general purpose wireless network. A technical solution
consisting of a fast resource scheduler taking into account service require-
ments and wireless channel properties, a service level controller that provides
the scheduler with a reasonable load, and an admission policy to uphold the
service level agreements and maximize revenue, is presented.

Two different types of service level controllers are presented and imple-
mented. One is based on a scalar PID controller, that adjusts the admitted
data rates for all active clients. The other one is obtained with linear pro-
gramming methods, that optimally assign data rates to clients, given their
channel qualities and price models.

Two new scheduling criteria, and algorithms based on them, are presented
and evaluated in a simulated wireless environment. One is based on a
quadratic criterion, and is implemented through approximative algorithms,
encompassing a search based algorithm and two different linearizations of
the criterion. The second one is based on statistical measures of the service
rates and channel states, and is implemented as an approximation of the
joint probability of achieving the delay limits while utilizing the available
resources efficiently.

Two scheduling algorithms, one based on each criterion, are tested in com-
bination with each of the service level controllers, and evaluated in terms of
throughput, delay, and computational complexity, using a target test sys-
tem. Results show that both schedulers can, when feasible, meet explicit
throughput and delay requirements, while at the same time allowing the ser-
vice level controller to maximize revenue by allocating the surplus resources
to less demanding services.
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Chapter 1
Introduction

We consider the problem of distributing a limited amount of shared resources
among a number of clients, in a fashion that optimizes a revenue-based
criterion. More specifically, we consider the problem of service resource
scheduling to a population of clients with different and time-varying service
requirements and also different and time-varying resource utilization per
service unit. Furthermore, the clients generate different revenue for the
owner of the server. The question we try to answer is: How do we decide
who should use the shared resource when?

This problem is found in wireless mobile communications, where different
mobile hosts are travelling at different speeds and directions, and at differ-
ent distances to a radio signal transmitting base station. The mobile hosts
therefore experience different and varying signal qualities, affecting the ca-
pacity1 of the resource they utilize for transmission of information. Since
different users may run different applications on the mobile hosts, they also
have varying service demands.

Similar problems are encountered in areas where scheduling is used as a
tool for maximizing some measure of efficiency, as in a common workshop
scheduling problem (a number of production machines with limited capacity
should be used for tasks on different products, maximizing profit), or in a
processor sharing multi-user computer system (a computer processor is used
for multiple jobs lined up in a queue, minimizing e.g. waiting time). There
is one key difference between our current scheduling problem and problems

1The term capacity does not refer to Shannon capacity [68] in this thesis. Our meaning
of capacity refers to the service level that can be achieved per unit resource, and is termed
bin capacity, as defined later in Definition 4.1.

1



2 1.1. CONTRIBUTIONS AND OUTLINE

previously described and (sometimes) solved: The service level obtained per
resource utilization (the capacity) will be different for different clients, and
also varying.

The criterion to be maximized has been chosen to be the profit of the
wireless network operator. However, since the approach in this thesis only
helps to increase income by successful operation (not to control overall cost),
profit has been replaced by revenue in the continuation.

To illustrate the effects of resource scheduling on the revenue, we intro-
duce a business model where service providers, or content providers, buy the
wireless access to their end users from the wireless network operators. In
this business model, the service providers sign service level agreements with
a network operator. In order to generate maximal revenue for the network
operator, the resources will have to be utilized efficiently, perhaps by over-
booking them, and dynamically allocating them to the clients that pay the
most for them. This allocation is performed by the resource scheduler.

Besides from scheduling, admission control that operates in the light of the
service level agreements and the corresponding price models, is introduced
in order to assign the resources to efficiently serve the clients, but also to
take action when the overbooked resources become overloaded.

1.1 Contributions and Outline

The thesis spans a wide research area. The base is built on the business
assumption that services have an economic value for its clients, and that the
value has to be larger than the cost, in order for the provision of services to be
worthwile. The coupling of price models to the wireless resource allocation
problem is the first contribution of this thesis, and is mainly presented in
Chapter 2.

The second contribution is that of proposing four new on-line scheduling
algorithms that are aware of both the resource availability and the service
requirements. Three of the algorithms are based on a quadratic criterion,
whose minimization assigns the available resources to efficiently meet the
service requirements. The fourth algorithm uses a probabilistic criterion
that combines the maximization of the probability of utilizing a resource
while it gives good capacity, with the minimization of the probability of
failing to meet a client’s service requirements. The algorithms are presented
in Chapter 6 and Chapter 7, with a preceding discussion of the requirements
on such algorithms, in Chapter 4.

The third contribution is that of proposing methods for coupling the price
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models and the service level agreements to both long term, and short term,
resource allocation methods. This is achieved by means of a novel way of
regarding admission control as two entities, namely, admission policing, and
service level control. The contribution is mainly within automatic control
of assigned service levels, in order to adjust them to the available resources,
in the light of the existing price models and service level agreements. This
is presented in Chapter 3.

The final contribution is that of applying the proposed methods on a test
system, that candidates as a future mobile wireless communication network
solution. This is mainly in the form of simulations presented in Chapter 9,
but also as a discussion of the requirements and the applicability of the
proposed methods, in Section 4.3.

The thesis is concluded with suggestions for future work in Chapter 10.
The remainder of Chapter 1 will serve as an introduction to the ideas

pursued in the thesis, but also provide some background material from the
data communications area.

1.2 Mapping Application Requirements onto Ser-
vice Requirements

In the previous section we argued that service requirements vary depending
on the type of application that is running on the communicating hosts.
The application requirements are often expressed at a high level, such as
“good speech perception”, “low dialogue delay”, and “simple email and web
browsing”. These requirements need to be mapped into low-level service
parameters that can be quantified.

At the low level there are mainly four characteristics that can be controlled
by means of admission control and scheduling. These are:

Throughput, described by e.g. a Token Bucket, see Definition 1.1.

Delay, which may be approximately translated into a corresponding queue
size, given the throughput above, by means of Little’s formula [44].

Data Loss statistics. Different applications are differently sensitive to loss
of data. Therefore different services could accept different data loss
rates. For example real-time multimedia conversations accept more
data loss than file transfers, and may therefore accept a higher target
error rate.
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1.2. MAPPING APPLICATION REQUIREMENTS ONTO SERVICE

REQUIREMENTS

Admission. A connection can be established or released for different rea-
sons. One connection can be replaced by another if circumstances
allow or require it.

In the 3GPP specifications for 3G wireless services [81, 80], much effort has
been spent on defining parameters with different target values for different
service classes. This mapping is not a trivial one, and the way it is performed
will distinguish different service providers from one another.

We will in this thesis focus on the admission, the throughput, and the
delay characteristics of a transmission service. The data loss statistics are
only introduced indirectly, through the achievable transmission rate, given
a certain target error rate and the wireless channel quality.

A central concept in our presentation is the token bucket, defined below.
However, we will use it in a slightly modified version, as described in Re-
mark 1.1.

Definition 1.1: Token Bucket [22]
A token bucket is a dynamic method for shaping data traffic in terms of a

persistent transmission rate, and a maximum burst size. A token represents a
right to transmit a certain amount of data, and the token is consumed when
that amount of data has been transmitted. The token bucket can store
such tokens for later use, and its dynamics is governed by the following two
parameters:

• The token rate defines the rate at which the token bucket is filled with
new tokens, and it represents the persistent transmission rate that a
data flow can maximally maintain.

• The bucket size defines the number of tokens that a bucket may con-
tain, and it represents the maximum amount of data that a data flow
may momentarily transmit (the maximum burst size).

Data that has been transmitted, having the corresponding tokens in the
bucket, is said to be conformant, whereas data transmitted without having
the corresponding tokens in the bucket is said to be non-conformant.

A bucket starts up filled (up to the bucket size) with tokens. For each data
packet that passes the bucket, a number of tokens corresponding to the
packet size are removed from the bucket. The bucket is then re-filled with
new tokens according to its token rate, until it reaches its bucket size.

Remark 1.1: Tokens represent service units
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We will utilize the token abstraction mainly for the purpose of controlling
the service levels of different clients. We have therefore chosen to express
service units in terms of tokens. Tokens will be granted to clients in a
similar fashion as that of a token bucket (see Definition 1.1 above), but we
will introduce the possibility to adjust the token rates, and also to control
how and when the tokens are spent. A token is regarded as a granted right
to receive a certain amount of a service.

1.2.1 Internet Protocol

It is envisioned that all communication will sooner or later be carried over
the Internet Protocol (IP). IP is the protocol providing functionality for
data packets finding their way, through the network, hop by hop, to the
destination. It has the potential advantage of being a distributed packet-
based protocol for flexible and robust forwarding of data, using relatively
cheap equipment. There are still some weaknesses that will need to be
removed in order to enable the conversational services that wireless cellular
telephony systems offer. One weakness is the support for mobility and hand-
over functionality, that still is too slow to handle conversational service
quality. Another weakness is the large overhead associated with IP traffic:
Since IP is packet switched (no established end-to-end connection), each
packet must carry header information about its source, destination, service
parameters, ordering number, etc. The overhead becomes a problem at the
wireless link, where transmission resources need to be efficiently utilized.

Both the mentioned problems are currently being addressed by the Internet
Engineering Task Force (IETF), see e.g. [20] for header compression, and
[52] for Mobile IP handover optimization.

Transmission Control Protocol

Transmission Control Protocol (TCP) performance is very sensitive to varia-
tions in the underlying link layer. Throughput and delay are tightly coupled
when using this transport protocol due to the transmission and congestion
control mechanisms built into TCP [2, 64, 70, 77]. Variations in through-
put lead to perceived variations in delay, and variations in delay lead to
perceived loss of data, that in turn generates excess load by retransmitting
assumedly lost data. Many suggestions on how to improve TCP to cope
with the variations have been presented over the years [9, 19, 39, 53, 77].
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Some have been more successful than others and an observation is that the
fact that TCP protocols reside in the end hosts, and that they need to follow
a common protocol, makes it difficult to agree upon a common standard for
TCP improvement over wireless links. Thus, to avoid the problems related
to triggering of retransmissions, it is important that hosts running TCP
communications over a wireless channel perceive a stable service in terms of
throughput and delay.

User Datagram Protocol

It is more difficult to draw any general conclusions on how UDP based
communications react to wireless transmissions of varying quality. UDP
does not follow any common rules of behaviour to different traffic situations
since it is up to the application programmer to handle reliability issues by
implementing protection against jitter, packet loss, and reordering [63, 66,
43].

1.2.2 Service Level Control in IP: IntServ and DiffServ

There are two directions for service level control within the Internet commu-
nity: Differentiated services (DiffServ) [17], and integrated services (IntServ)
[21].

The DiffServ standard defines service classes and their corresponding de-
sired service parameters, leaving the resource allocation to be controlled by
each transmission node on the way, based on the corresponding service class.
IntServ, on the other hand, explicitly reserves all the required resources when
setting up the connection between the communicating hosts.

For our proposed methods, the DiffServ approach is preferred. Our ser-
vice reuirements are defined per class, but provided per flow by means of
channel quality dependent, and revenue dependent, traffic shaping. This
is possible since we are handling an access router2, the base station, with
explicit knowledge of the end host and its SLA-memberships.

1.3 Resources and Capacity

The available physical resources to provide the services outlined above are
under our assumptions limited to radio spectrum. Other resources, such

2Compare with [85], dealing with edge and core routers, that do not have information
about the end hosts, and therefore require additional communication overhead in order to
provide this information.
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as electrical power for transmission, reception, and processing, are omitted
from further discussion in this thesis. Furthermore,

• we regard the resources as fixed portions of a fixed global resource
pool,

• the resources are shared between a number of resource consumers, or
clients, so that a specific piece of the resource that is available for
many consumers, can only be consumed by one of them. Thus, the
clients are mutually exclusive consumers of a piece of the resource.

• The resources cannot be stored for later consumption. They have to be
consumed as soon as they arise, since they will otherwise be forfeited.

• Different resource portions will offer different and varying capacities.

• Furthermore, different consumers will be able to utilize the resources
differently, achieving different capacities.

These variations in capacity are due to the varying channel qualities per-
ceived by different users. They originate mainly from radio physical phenom-
ena known as path loss, shadow fading, and small-scale fading, in decreasing
order of time scale, and length scale. The scheduling algorithms that we
will present later in the thesis are designed to exploit these variations.

1.3.1 Partition of the Resources

In order to individually allocate the available radio resources to different
resource consumers, we wish to partition them into small portions, such
that they can be utilized when and where they offer the best capacity. In
order to achieve this, the size of the resource portions should be chosen such
that we can exploit also the fast fading of the received power for mobile
users, due to the small-scale fading of the channels.

A natural subdivision of the resources is achieved by partitioning them in
time, in frequency, and in space.

Resource Partitioning in Time

Channel properties will change over time. The spectrum may be divided
into time slots so that we can exploit the time variations. The appropriate
duration of a time slot may be calculated from the channel’s coherence time,
that depends on the channel impulse response, that in turn depends on the
speed at which a receiver or transmitter moves.
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In this work, we assume that the channel parameters in consecutive time
slots may be correlated, but that there is no inter-slot interference. Thus,
the transmission in earlier slots does not interfere with the transmission in
later slots.

Resource Partitioning in Frequency

Similarly to the time scale, there is a variation of channel properties over
frequency, given by the coherence bandwidth, whithin which a channel is cor-
related to a certain level. By dividing a frequency band into sets of subcar-
riers, sized narrower than the coherence bandwidth, we obtain a subdivision
into resource pieces that can be allocated to exploit the variations.

Spatial Resource Partitioning

In the spatial domain, transmission over neighboring3 resources may cause
more or less interference on each other, depending on the (difference in)
distance between them. They may at the same time be independent in
the sense that their channel properties are different. A mobile at one loca-
tion may communicate with one or several base stations or antennae in one
time-frequency bin, thus either combining the different signals, or, choosing
between the independent channels in the spatial domain. We take advantage
of the fact that for a given point in time and frequency, resources allocated
to one connection can be re-used on a location at a certain spatial distance
away, where the interference is negligible.

1.3.2 Efficient Use of the Resources

The admission control described in the following section has to consider traf-
fic of different types, generating more or less revenue for the operator. One
portion of the resources should be allocated to a service that can guarantee
a certain delay at a limited throughput. This service should be used by
traffic streams with critical delay requirements, such as conversational ap-
plications. A second portion should be allocated to a service that can give
less stringent guarantees on delay but still offer a high throughput. This
service is offered to traffic types that have less stringent demands on delay.
These two portions should fill up a certain percentage (50-90%) of the aver-
age available resources. It is important that the system is not overloaded by

3Adjacent antennae, base stations, etc., simultaneously transmitting on the same fre-
quency, may be regarded as neighboring bins.
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the services that have requirements on delay and throughput, since it would
become impossible to fulfill them. To make the system really efficient and
enable the scheduler to take advantage of the variations in channel quality,
we introduce a third service class, a “stuffing” or “best effort” class, that we
can use for traffic without any specific requirements on throughput or delay,
to fill up the 10-50% gaps we on average introduce by not overloading the
system with strict service-demanding traffic.

Traffic using the “best effort” service should neither suffer severe delays nor
low throughput as long as it is admitted into the system. But, if congestion
or saturation occurs, this service class will be the first to come in question
for dropping a connection, since it is assumed to generate the least revenue
per utilized resource.

1.4 Scheduling and Admission Control

A fast short-term resource scheduler should not need to handle all the in-
coming service requests. The scheduler will be unable to handle long-term
variations in the resource demand, leading to buffer overflow in the case of
an over-loaded system. The scheduler is only capable of serving the offered
traffic by distributing the available resources. It can cope with short-term
discrepancies in the supply-demand interaction, but if the long-term average
load is larger than the total available resources, the scheduler will eventu-
ally fail. Therefore, an admission control mechanism should maintain an
appropriate load on the system, relieving the scheduler from that task.

The admission control algorithm should arbitrate which clients that enter
into a particular scheduler’s domain. It should also select which clients
should be removed from a scheduler’s domain when the work load becomes
overwhelming, either by dropping a client or by transferring it to another
scheduler’s domain. Admission control also sets the service level limits for
a client, by assigning upper and lower limits for the throughput, a target
delay, and a target error rate.

The admission control may consult the price models in the service level
agreements, in order to make cost efficient decisions.

1.4.1 Common Objectives for Link Schedulers

In the design of a link scheduler there are mainly two directions for service
provision that are not always easily combined. These two directions are the
achievement of Quality of Service (QoS) and the achievement of fairness.
Achievement of QoS requires that a certain absolute level of service is given
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to the involved data streams, whereas fairness requires that the flows receive
a (weighted) portion of the available resources or capacity.

Both fairness and QoS can often be provided on wireline networks with
predictable service levels and resource costs. In the wireless world, the
available capacity is not easily predicted, and it is important to utilize the
resources efficiently. In our view, there is no sharp distinction between
fairness and QoS, since they reflect only different degrees of flexibility in the
QoS demands and the clients’ willingness to pay for the services. Therefore,
we choose not to use any of these terms, unless necessary, in the continuation
of the thesis. Instead we will discuss service level control, which in some
cases or aspects resembles QoS and in other resembles fairness, and let our
schedulers and admission control work toward maximizing revenue for the
network operator.

Predictable Service Provisioning over Wireless

Receiving a pre-defined service level is not only attractive, but also nec-
essary for certain applications. Service level control can, and should, be
provided also for wireless links, as long as the capacity suffices. However, it
is necessary to allow some flexibility in the definition of the service levels.
The service quality must in some cases be allowed to adapt to the circum-
stances, since the resource quality and availability varies. In an extreme
situation the channel capacity may vanish, so even allocating all resources
to one client, will not help. This is an extreme situation, and in most cases,
the scheduler should be able to exploit the variability in a positive sense,
hiding the variability from the clients.

In the next chapter we will elaborate on this, including pricing models and
Service Level Agreements, that reflect a customer’s willingness to uphold
a service level, and the compensation related to not receiveing the agreed
service level. This framework also incorporates fairness issues, but implicitly,
as the scheduler’s objective to manage the load offered by the admission
control in a cost efficient way.

1.4.2 A Framework for Service Level Control over Wireless
Networks

To summarize before we move to the next chapter, where we will discuss the
resource allocation from a business point of view, we are aiming at creating
a framework that will provide a link between the revenue and the scheduling
performance:
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• Resource efficient (spectrally efficient) scheduling, handling the traffic
provided by

• revenue maximizing admission control, based on the revenue models
from

• Service Level Agreements, signed between the network operator and
the service providers, reflecting the value of the needs of the end users.
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Chapter 2
Revenue - the Criterion

In this chapter we discuss business models for future wide-area covering
wireless mobile networks. The approach in this work is as direct as possible:
Maximize the gain for the stakeholders involved in the different phases of a
wireless network life cycle.

The chapter begins with an outline of the involved stakeholders or actors
followed by an outline of some existing and suggested business models. The
business models describe how the actors may interact in order to generate
revenue, and in some cases, to make an investment economically feasible
and therefore possible at all. We then look at the interactions during three
phases in the wireless network life cycle, namely: The deployment phase, the
operation phase, and the exit phase. The main focus will naturally be on the
operation phase, where the contribution from a signal processing point of
view will be most obvious. But this view is also important in the deployment
phase, since the network planning takes place in this phase, and we have the
possibility to choose designs that will enable an efficient operation phase.
The operation phase occurs when the network is running in “steady state”.
Possible business and pricing models for this phase are then described and
discussed.

A framework with Service Level Agreements (SLA) is outlined, and the
conclusion is that in order to obtain as high a revenue as possible, the air
interface must be as flexible as possible, maybe even spanning over several
access technologies. A general resource manager, including admission con-
trol and short term resource scheduling, is required to direct traffic through
the most efficient path.

We have chosen to look at revenue maximization as the criterion to use

13
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in the operation phase, when allocating resources to different clients. It
may be argued that other criteria, such as user satisfaction, or resource
utilization fairness, are possible. However, it is our working assumption
that any reasonable criterion should be possible to map, through a pricing
model in an SLA, to a revenue criterion.

2.1 Who Are the Actors?

A normal way to understand how companies are created to offer products,
such as goods or services, is based on the insight that something is needed
on the market, termed market pull. A company specialises in providing the
required product at a certain market, since there is a gap to fill. An alterna-
tive way, that is commonly referred to in the scope of high-tech products, is
the technology push, where it is said that the companies inventing the prod-
uct (or other interested parties) are creating the market need by influencing
the public opinion through various marketing activities.

Since there are several stakeholders involved in a high-tech infrastructural
project, the case is more like a chain of market pull companies, with at
least one technology push company somewhere in the chain, the latter often
facing the major risk in the project. In the background, regulators, such as
governments, overlook the development. They play an important role, since
they say what goes and what not.

Example 2.1: Market Pull companies

Electronics components manufacturers and solid state electronics manu-
facturers do business as usual. They have to provide their components to
the equipment manufacturers. They compete with other component manu-
facturers in order to be selected for the final equipment. They mainly act
as “Market Pull” companies, trying to provide and integrate the required
functionality in their components.

Example 2.2: Technology Push companies

Some equipment manufacturers act much as technology push companies.
Take the integration of digital cameras into mobile telephony handsets as
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an example. It is not obvious to all end users that a digital camera is
required together with a mobile phone. However, equipment manufacturers
believe that the need can be created by means of marketing. The reason for
integrating several technologies into one gadget is to take additional market
shares from other market segments (in this case from the digital camera
market), thereby increasing the amount of money that consumers are willing
to pay for the equipment. At the same time, the network operators hope
that end users will also pay for sending the digital images over the mobile
network.

2.1.1 Deployment

In the deployment phase, the main actors economically involved are banks,
governmental bodies, network operators, equipment manufacturers, build-
ing contractors, real estate owners, and venture capitalists. The number of
users is small and the primary target for the service deployment is to achieve
good coverage (rather than high capacity), so that the early users accept the
new services offered as valuable and useful. In Figure 2.1 we illustrate how
the different actors may interact during a network deployment. Banks are

Component
manufacturer

Network
equipment

manufacturer

Network
builder

Content
provider

Network
operator

End
user

Bank

Venture
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User
equipment

manufacturer

Financial services

Products

Figure 2.1: Example of how the business interactions may take place in a network
deployment phase. We only show the product flows, including financial services, in
this example. There is of course also a reverse flow of money.

not willing to take high risks, so they provide financial strength to stable
companies far back in the value chain. Venture capitalists, on the other
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hand, are supposed to invest in higher risk ventures. They can be found
where the expected payback is high, that is, near the top of the value chain,
near the end user. Component and equipment manufacturers provide sys-
tem components to system integrators, or network builders. The network
builders deliver operable networks to the network operators. The network
operators then sell transport services to the content providers (or service
providers), that in turn sell their content to the end users over the network.

In the case of today’s deployment of 3G networks, the companies that have
been forced to take the blow when “the market” seemingly fails, have been
the network operators. Furthermore, many of the operators have paid large
amounts for obtaining the frequencies required for 3G operation [60]. Of
course, their problems have propagated backwards in the chain, to venture
capitalists, banks, and equipment manufacturers, who have to accommodate
big debts from the operators, debts that may never be paid at all.

2.1.2 Operation

By applying more refined signal processing, an existing network can be en-
hanced to offer a higher service quality, improve capacity, be run at less
cost, or even all at the same time. It is a matter of cost and value whether
a more sophisticated method should be chosen to replace one existing. If
the expected increase in revenue is higher than the expected cost, including
risks, then the investment should be done.

During this phase, the idea is that the infrastructural system should be
accessible to the users. The users, or rather - the customers, are now the
source of revenue for the involved actors. They pay for services accessed
through the network. As the number of users and services increase, network
capacity has to increase.

2.1.3 Exit

A stakeholder should be able to exit from the venture at a certain point.
Either, a stakeholder could sell its shares in a phase when the expected
payback is yet to come, or he could transfer his interest to a new venture in
a phase when payback is considered complete.

2.2 Business Models

A business model describes how a company does business and with whom.
Especially it tells whether a company should make or buy key components
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for their products. Looking at a case of a service provider that wants to offer
e.g. secure wireless access to corporate intranets, he could choose between
producing or buying the wireless access to the users, and between producing
or buying the secure access to the corporate networks.

Definition 2.1: End user

An end user is an actor that pays for using services transported over a
wireless network. The end user may or may not in turn make revenue from
his utilization of the services.

Definition 2.2: Service provider

A service provider, or equivalently, a content provider, is an actor that
makes revenue from providing end user services over a wireless network.

Definition 2.3: Network operator

A network operator, or equivalently, a network owner, is an actor that
makes revenue from providing network access and transport services over
his wireless network.

In this outline, we make the distinction between service providers making
or buying the wireless access to the end users or subscribers.

2.2.1 Single Service Provider

This is the traditional “monopoly” situation in the wireless telecommuni-
cation business. The network operator also provides the end-user services,
such as voice telephony and Internet access.

2.2.2 Multiple Service Providers

In a different business model that could be used, the end user subscribes to a
service provider, or a content provider, not to a network operator. The user
wants to access a certain service he finds useful. In this case, the network
is merely a bearer of the service, a way for the content to reach the user.
Subscribing to a network operator will be an issue for the service or content
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provider, not for the end user. The service provider will choose to buy the
wireless access service from the network operator.

Example 2.3: Subscribing to a Service Provider instead of a Network
Operator

Say Microsoft has developed a wireless “Outlook” client for business use.
Through monthly license fees, the customer company will buy this ser-
vice from Microsoft, a service that includes access to both corporate and
Microsoft-owned servers, “anywhere, anytime”. Then Microsoft “owns” the
problem of achieving the wireless access, and buys the soultion from one
or several wireless network operators. The different wireless network oper-
ators may use different pricing policies, making their services more or less
attractive to use under different circumstances.

We have seen a development in other infrastructural areas, such as railways
and telecommunication companies (telcos), towards this business model. In
Sweden, for example, there was traditionally a monopoly situation in the
railway business, where the same Government owned company (Statens
Järnvägar) owned the rails and ran the trains. In 1988 it was split into
two parts, one responsible for running the trains, and one responsible for
maintaining the railways. Later, in 1995, the Swedish parliament decided
that trains should be run in competition with other companies, thus sharing
the same rails among different “transport service providers” [71]. This has
been further expanded by making it possible to buy trips to places even with-
out railways, through collaborations with coach companies and car rental
companies. This resembles using different access technologies for the same
service, in a telco context where the service is independent of the technology.

In the telco case, de-regulation in Sweden in the late 1990’s allowed new
actors to compete with the previous sole operator Televerket (later Telia and
TeliaSonera) using the same access network. However, Telia kept control of
the access lines to the subscribers, making it necessary for a user to subscribe
both to the access service (with Telia) and to the telephony service provider
(with Telia or any competitor). This is fortunately slowly changing to the
better as competitors are allowed to access the local Telia telephone stations
with their own equipment.

The multiple service provider business model offers the best conditions for
competition at the service level. Many service providers can get involved
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in the operation phase, generating a high expected revenue for the network
operator, who in turn gets an incentive to maintain, enhance, and develop
the network. In the case of the existing 3G networks operators, their re-
quired return on their investments may only be reached if a broader view on
their service provisioning is adopted. A possible value chain model for this
scenario is outlined in [59]. It is within this business model that the ideas
presented in this thesis will find their best use.

Of course there should be more than one network operator to choose from
for the service provider, and the possibility to switch network operators
should be facilitated by the usage of a standardized access technology, just
as trains can run on different companies’ railways as long as the rail widths
stay the same. Multiple network operators improve competition and thus
pricing and network service offerings.

A special branch in the wireless access business with multiple service
providers seems to be deploying quite fast:

Example 2.4: 4G networks

Many public places, such as restaurants, cafés, libraries, malls, etc, of-
fer wireless hotspot access for their customers to access Internet and other
specific services. These networks are often referred to as “4G” or “fourth
generation” nomadic wireless networks. It is an interesting development
that is taking place, not only involving access points belonging to different
“operators” but also across different access technologies. See e.g. [1] for
some references on business models for these networks.

However, investigation of the optimal combination and use of different access
technologies is outside of the scope of this thesis.

2.2.3 Advantages of Having Multiple Service Providers on
One Network

Why should there be multiple service providers using a single operator’s
network? Wouldn’t it be more efficient to also let the network operator run
the end-user services? Then he would control all resources and be more
flexible in allocating them to different services. Won’t there be a waste of
capital by having more stakeholders involved, that all want to earn a profit
from their involvement? There are several lines of arguments that point
toward the desirability of a situation with multiple service providers.
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Richer service selection It is not likely that a single service provider /
network operator would produce all types of end user services since
different services require different pricing policies and different cus-
tomer support, thus making it cumbersome for a large corporation to
introduce a new small revenue service. Small companies offering lim-
ited revenue services, along with large companies wirelessly extending
their existing services, will enrich the selection of available services and
therefore increase the total possible revenue for the network operators
[3].

Competition Several service providers producing similar services give the
end user the option to choose one or another, resulting in competition
between service providers. Each service provider will feel pressure to
improve its offered services, in order to keep customers and to get new
ones. Services will thus improve and prices will also probably drop.

Cost sharing The network operator will only pay for building, operating,
and maintaining the network. All other end user service related costs
will be covered by the service providers or their end users. Moreover,
the pricing policy utilized by the network operator towards the service
provider allows for a variety of cost or risk sharing setups by dividing
the fee into a fixed part and a service related part.

It may of course be argued that there are disadvantages with a multiple
service provider situation.

Lack of capital to invest in a large infrastructural project may be a prob-
lem. Since the 3G networks that are built today are financed to a large
extent by the previously amounted profits from 2G service provision-
ing in combination with network operation, it is not a natural step to
take for companies that have succeeded in 2G, to build a network and
not take part in the end user service provisioning. Other combinations
of actors1 will have to be formed, and it may be a difficult task to find
investors for these new, and different, formations.

Waste of capital may arise when similar services are developed by differ-
ent competing end user service providers. All actors will have to be
profitable in order to continue their activities. Thus, the more actors
involved, the more money will be required to flow from end users to
the service providers.

12G and 3G service providers are of course not omitted from these actors.
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2.3 Revenue from Operation

In this section we expound on the operative phase of the network lifetime.
Furthermore, we focus on the “Multiple Service Providers” business model.

2.3.1 Service Differentiation

The transmission services offered by the network operator should be general
in the sense that they should support any reasonable traffic type. Anything
from on-demand reservation of broadband data connections, through real-
time multimedia conversations, to short bursts of application data, should
be possible to host on the network. However, some care must be taken
to ensure that the expected costs never exceed the expected revenue from
adding a new service provider to the existing population. At some point it
will be necessary to further deploy the network in order to accomodate a
new service.

Different voice service providers could buy their user access from the same
network operator. They may have different target customers that require
different service levels. One could aim at high-end users that need a reliable
service with high speech quality, being willing to pay more than the other
service providers’ target customers, that expect less from the service and
thus have a smaller budget for the voice service. This could also be true for
a single service provider, since different network services could be bought for
different profile customers. Since the two user groups belong to two different
service categories that may be bought separately from the network operator,
they do not compete for the same resources from the voice service provider’s
point of view. This differs from the case where a single service provider also
runs the network.

2.3.2 Service Level Agreement

Depending on the type of service a service provider is running over the
operator’s network, different pricing criteria could be adopted. A network
operator and a service provider must come to a Service Level Agreement
(SLA)2. It mandates the required service quality that the network operator
should provide, but it may also put a limit on the amount of resources that
can be consumed by a service provider or service class. An agreement may
include maximum and/or minimum limits on:

2The SLA is a central component in our framework for revenue maximization in wireless
network resource allocation.
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• Number of simultaneous users (globally and locally, and perhaps time-
varying)

• Active connection throughput and delay

• Usage of available resources (for one, several, or all connections)

• Connection establishment latency

• Pricing for normal operation (within the limits) and exceptions

• Portion of time that the SLA should be fulfilled

• Penalties for not fulfilling the SLA

Fulfilling all requirements will gurantee a certain revenue for the network
operator. Breaking the SLA should lead to economic compensation for the
suffering party, and a penalty for the breaching party. In the most probable
cases, the penalties should be included in the SLA itself, thereby avoiding
expensive disputes and external arbitration. It is thus necessary to monitor
and trace performance and important events in the wireless network in order
to ensure that the SLA is fulfilled. In case of dissatisfied users or customers,
it should be possible to deduct from the network traces and reports whether
the SLA has been fulfilled or not. If the SLA was fulfilled, then the service
provider should consider a re-negotiation of the SLA, in order to buy a
better network service for its customers. If, on the other hand, the SLA was
not fulfilled then the network operator should consider an upgrade of the
network or a re-negotiation of the SLA.

Overbooking

An opportunity for the network operator to earn more money is by overbook-
ing the resources. The operator then signs SLAs that he will most probably
not be able to fulfill when the demand becomes high, e.g. at peak hours. At
these events it is the task of the admission control to maximize the revenue
for the operator, in the long term by not excessively breaking any SLAs,
and in the short term by carefully choosing which SLAs to break. Admis-
sion control is further discussed and explained in Chapter 3. The scheduler
will play an important role in minimizing the damage by efficiently allocat-
ing the available resources to the remaining clients. This is a calculated risk
taken by the network operator in order to increase revenue at the expense of
damaging the trust in the service. The theory of this behaviour is referred
to as yield management. It is found in business areas where
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• the resources cannot be stored for later use, and,

• the same resource can be sold at different prices to different customers
at different times.

Examples of such resources are hotel nights, flight seats, and in the wire-
less communications case; channel resources. See for example [55] for an
introduction to yield management.

A peculiarity with wireless communications when dealing with overbook-
ing is that a wireless channel resource bin is a fixed resource amount, but
with a varying service rate (channel capacity).

Definition 2.4: Best effort service

A best effort service is a transmission service without stringent service re-
quirements. It is provided using resources available after having provisioned
other service classes with more stringent service requirements.

Example 2.5: Best effort flight ticket analogy

A stand-by ticket for a flight can be seen as a best effort service. The
traveller (the service user) has no requirements on exactly when to fly, or
where to sit in the airplane. The traveller’s only requirement is to eventually
arrive at the destination. For the airline company (the network operator),
the stand-by service is a means to compensate for the cost of otherwise flying
with empty seats.

As in the flight analogy in Example 2.5, there must be a substantial differ-
ence in pricing between best effort and guaranteed services, also in wireless
networks. A guaranteed service will in a wireless network require a certain
capacity, for which the required amount of resources are not known in ad-
vance, whereas a best effort service user will accept what is left over. It
may be understood that an appropriate mix of guaranteed and best effort
services provide the best basis for a good revenue for the operator. We
should avoid the risk of breaching many SLAs by carefully calculating the
level of overbooking of guaranteed services that can be supported by the sys-
tem. Moreover, the remaining variations between high and low usage from
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guaranteed-service customers, variations that depend also on user mobility
and usage patterns, should be filled with best effort customers.

Example 2.6: Guaranteed and best effort service mix

In Figure 2.2 a randomly generated example shows how the total system
capacity and the demand of guaranteed services (QoS3 demand) may vary
over time. It is desirable to fill up the gap between the QoS demand and
the total system capacity with best effort traffic. Since it is expected that
QoS traffic would generate more revenue per resource unit than best effort
traffic, QoS should fill up a large portion of the traffic mix. However, we do
not want to risk too high outage probability4 for QoS customers, indicating
that we should moderate the portion of guaranteed services.
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Figure 2.2: Example of a service mix and how the QoS demand may vary over
time. A good mix of SLAs should maximize the expected profit, including the risk
of breaching some SLAs and paying some penalty fees.

3“Quality-of-Service” refers to provisioning of services with predictable quality.
4The outage probability is the probability of not being able to serve a client.
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Contingent Pricing

The penalty that the network operator has to pay to the customer accord-
ing to the SLA could be regarded as a special case of contingent pricing.
Then there is an agreemet between the seller and the buyer, that if a buyer
is interested in booking a service at a low price, then the seller offers a
compensation to the interested buyer, should the seller later find a different
buyer offering a higher price for the booked service. Contingent (uncertain)
pricing thereby helps both the seller and the buyer to reduce risks in a trans-
action. It also has the effect of prioritizing between customers that value
the same resource differently. A customer that needs the service more badly
will pay a higher price than another customer, and thus be a more profitable
choice when running short of resources. Contingent pricing is explained and
analyzed in [16].

2.3.3 Pricing Models

A simple model for pricing is to pay for the service that you get, completely
proportional to the usage. This fits very well into a best effort service, where
there are no explicit service level demands for the service to be meaningful.
This simple case is illustrated in Figure 2.3(a). There is no penalty on low
service provisioning, and no fixed fee to protect the network operator from
low usage. Thus, the pricing model has no incentives for providing any
service level guarantees.

However, when strict service level demands are introduced, this simple
best effort case is not adequate. Some extended pricing models are defined
below, that together with Figure 2.3(a) to Figure 2.3(f) serve as examples
of what could be used when we need to take the service level into account.

1. Simple proportional pricing without strict service requirements

2. Fixed pricing for fulfilling the minimum SLA requirements and a penalty
for not fulfilling them

3. Proportional pricing with a penalty for unfulfilled service requirements

4. Proportional pricing with a ceiling and a penalty for unfulfilled service
requirements

5. Progressive pricing when running short of resources, in this case with
a service ceiling



26 2.3. REVENUE FROM OPERATION

6. Progressive pricing when running short of resources, in this case with
a price ceiling

The network operator must fulfill all the SLAs minimum requirements,
otherwise he will suffer a penalty fee. This is a minimum level of service
that the operator must maintain, and doing so will guarantee a certain
revenue.

Note that we must distinguish between an aggregate pricing model and a
per-user pricing model in the SLA. The aggregate pricing model should give
the network operator an incentive to provide acceptable service to as many
users as possible under the respective SLA, whereas the per-user pricing
model should regulate what an acceptable service level is for an individual
user. It should also allow for some limited service level flexibility in the case
that users have extremely bad channel conditions and thus cost too much
in terms of system resources to uphold.

The pricing models presented above are applicable both to per-user and
aggregate services. The difference is in the meaning of the “Service Level”
axis.

• In the aggregate case, “Service Level” may represent the number or
portion of the users under a certain SLA that receive a satisfactory
per-user service.

• In the per-user case, “Service Level” may represent the average data
rate, or the portion of the data delivered timely according to some
delay contraints, or a combination of both.

The pricing models may be applied either per-user, or on the aggregate
service, or even both simultaneously, see Example 2.7. However, we stress
that even though the pricing models can be applied per-user or on aggregate
services, the price discussed is the one paid by a service provider to a network
operator. What the end user pays for obtaining the service is an issue
between the end user and the service provider, not in the scope for this
thesis.

Example 2.7: Per-user and aggregate pricing simultaneously

A network operator serves n users belonging to the SLA of service provider
A. The fixed pricing model in Figure 2.3(b) is used for the per-user service,
whereas the proportional pricing model with QoS in Figure 2.3(c) is used
for the aggregate service.
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Figure 2.3: Six different price models applicable to wireless services. See page 25
for an explanation to the price models. The different states in models 5 and 6 are
defined in Definition 3.2 in Chapter 3.
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This means that the network operator will receive the per-user fee for
serving each of the users, as long as their service level is above the threshold.
In this case, “Service Level” in Figure 2.3(b) refers to a per-user service
parameter, such as throughput or delay.

The network operator will also receive an additional aggregate service fee
for serving n ≥ xA users, where xA is the “Service Level” threshold of SLA
A in Figure 2.3(c). Thus “Service Level” in Figure 2.3(c) represents the
portion of users that receive an acceptable service. However, if n < xA,
then this fee could be negative, should there be unattended users requiring
service.

There are also requirements in the opposite direction: The customer has
to pay a fee even if he is not utilizing all the services he is entitled to. This
is illustrated by the dashed lines in the figures, where the system is under
demand limited operation, meaning that the service demand is less than the
service supply. In Example 2.7, this may be the case when n < xA, but no
unattended users require service. It is not the fault of the network operator
that the service is under-utilized, so the network operator will still demand
a fee. In Example 2.8 another case with a fixed pricing model is outlined.

Example 2.8: Fixed pricing under different usage levels

The fixed pricing model 2, also seen in Figure 2.3(b), allows the network
operator to receive a fixed fee for the service, regardless of the usage. Under
this pricing model there is no direct additional gain in fulfilling more than
a minimal requirement. If the resources set the limit, so that the agreed
minimum service level cannot be provided, then the network operator will
have to pay a penalty to its customer. This minimal requirement is found in
Figure 2.3(b), at the point where the dashed line changes into a continuous
one. We can see that even if the customer obtains a higher service level,
then the network operator will not increase its revenue.

It is in the operator’s interest to increase the revenue if the cost is not
expected to increase more. Depending on what pricing models are applied,
and depending on the extra demand from users currently not included by
the minimum SLA requirements, actions can be taken to increase revenue.
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Example 2.9: Increasing revenue

The proportional pricing model 3 allows a high flexibility in the normal
service region, as seen in Figure 2.3(c). Under this model it could be fruitful
to add another connection when the system state allows, since this will give
the network operator additional revenue. Again, if the network resources
saturate, then a penalty fee will be paid to the affected customer.

The outcome from the pricing policies becomes interesting when the sys-
tem actually is saturated. There should be an incentive for the network op-
erator to increase the capacity if this saturated state is reached frequently.
One incentive is the penalty that he will have to pay to service providers
with unsatisfied SLAs. A different way to look at the resource shortage is
by the traditional supply-demand interaction. When there is a shortage in
supply, prices tend to increase, whereas when the market is oversupplied,
the prices decrease. In Example 2.10 these cases are illustrated.

Example 2.10: Progressive pricing policies

In Figure 2.3(e) and Figure 2.3(f) the two different progressive pricing
models 5 and 6 are illustrated. Services become more expensive when the
network operator runs short of resources5. This is illustrated by the tran-
sition from one price/service curve to another when the system becomes
highly loaded in Figure 2.3(e).

However, if model 5 or 6 is used for some customers, and the service level
has been broken for some other customer leading to a penalty being paid,
then it may be fruitful to further break that SLA in order to accomodate
more users from the class using pricing model 5 or 6. The extra income from
customers under model 5 or 6 can be used to compensate the overlooked
customers. To avoid this situation, it is important that the transition from
“normal state” to “intermediate state” is made only on temporary high
service demand peaks, rather than on a continuous shortage of resources.

In Figure 2.3(f) we illustrate another alternative for a progressive pricing
model. In this case, the customer desires a ceiling on the price paid, and
agrees to receive a lower service level at the same price when the system

5The exact definitions of the different resource availability states are given in Definition
3.2 in Chapter 3.
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becomes highly utilized.

In [8] a model is presented for mapping radio resource allocations to rev-
enue, through utility-based functions and user acceptance of price and per-
formance. It is there concluded that radio resource management policies and
pricing policies should be addressed jointly, in order to tune the performance
of the system. In our approach, this takes place in the phase when SLAs are
negotiated between the network operator and the service providers. The ser-
vice providers need to keep in mind the utility and pricing acceptance from
their end users, whereas the network operator must consider the resource
cost for offering the network services requested by the service provider.

2.3.4 Business Models and Pricing Today

GSM operators today act as both network operators and service providers.
There is an exception from this, and that is what in Sweden is callad a virtual
operator. The virtual operator buys bundled capacity from one or several
“real” operators that own a network, and sells its services to subscribers
over the existing network. As it looks today, these virtual operators can
offer the real operators predictable revenue, in return for surplus network
capacity. The only contents that these virtual operators offer, is the same
as that offered by the real operators: Speech and messaging services. Most
of these virtual operators offer the contents at a lower price than the real
operator. Some offer additional services in order to target other customers.
An example of that is NewPhone in Sweden, that offers a subscription where
the subscriber receives a new mobile phone regularly.

In [3], criteria for the success of Mobile Virtual Network Operators (MVNO)
are given, along with an outline of possible business models for them. MVNOs
are there divided into two main categories and four sub-categories:

• Completing knowledge and resources

Industry oversteppers Existing actors with strong trademarks in
other business areas that wish to bundle telecom services to their
customers along with their existing services.

Niche actors Existing niche actors that want to offer their customers
a complete service.

• Competing knowledge and resources



CHAPTER 2. REVENUE - THE CRITERION 31

Telecopies Want to offer the same services as the real operator. Of-
ten relies on regulation to be able to enter the market, since it is
hard to show a win-win situation vis-a-vis the real operator.

Market expanders Financially strong existing actors in the telco
business, on a different geographical market, that want to expand
into the local market.

Based on this categorization, the authors of [3] conclude that all four sub-
categories of virtual operators can succeed on the market, given that they
focus on their strengths. For example, the telecopies will have to compete
with lower prices, whereas market expanders should rely on their trademarks,
technical competence, and existing customers to expand into new markets.

3G began its roll-out on the Swedish market during 2003. The opera-
tor Hi3G was first on the market for 3G services. Unlike Tele2/Telia and
Vodafone, the other 3G operators in Sweden, Hi3G did not have any existing
customers on the local market. Since Hi3G needs to take large market shares
in order to survive in the long term, they have started a one-sided price-war,
offering free voice and video calls within their network, for a limited time
(currently 12 months). However, the other 3G operators do not make such
a big deal out of the new technology, since they have their customer base 6.
Instead, they follow two different strategies:

• Offer high-profile wireless broad-band Internet access to corporate cus-
tomers.

• Extend their wireless portal services over 3G access technologies.

There are still no indications of virtual operators entering the 3G market
offering subscription-like services. However, there are third party companies
offering their services over the operators’ wireless portals, as we exemplify
below.

High-profile Internet access

The current pricing model for 3G data services is a combination of flat-rate
and pay-as-you-go [84]. The amount of transmitted and received data is
summed over a period of time (one month) and the customer is charged

6It is argued in [60] that the 3G operators with 2G licenses will delay the introduction
of 3G technology (and also delay and reduce the payments for their licenses) in order to
to take advantage of and make revenue from the full potential of their 2G networks. The
same paper has also demonstrated that most of the winning 3G license auction bids were
uneconomical and irrational.
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for the total amount. If the usage is less than a threshold level, then the
customer is charged a minimum fee, whereas if the threshold is surpassed,
the customer will have to pay the minimum fee plus a per-megabyte fee. In
Figure 2.4 we have outlined this pricing model. Note that the service level
is only defined in terms of megabytes per month. It does not say anything
about delays nor throughput rates.

Re
ve

n
u

e

Price

Megabytes per month

“Flat-rate”

Flat-rate
threshold

Figure 2.4: A common pricing model for today’s 3G Internet access services. The
minimum fee that the subscriber must pay to the network operator is given by
the solid horizontal line. The service level is only defined by the amount of data
transmitted during one month. Furthermore, the flat-rate fee coincides exactly with
the price for the per-megabyte service at the flat-rate threshold.

Wireless portal services

All three Swedish GSM operators launched similar portal services almost
simultaneously during the fall 2003. Through these portals, the end user
can access operator-specific subscriber services, such as email or WAP, and
some third-party services, such as mobile games, yellow pages, and location-
specific weather forecasts. These portal services are also open for subscriber
access from the 3G networks.

The pricing model here is a combination of free access to the portal and
pay-per-view for the services. Again, there are no QoS guarantees included
in the price model. However, users need a basic subscription to access the
network.

An example of a similar strategy that has been successful is the i-mode
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service in Japan:

Example 2.11: i-mode in Japan

In the i-mode business model, users subscribe for a fixed monthly fee to the
i-mode service through the NTT DoCoMo network operator. End users then
pay an additional monthly fee for the usage of optional subscription-like ser-
vices, supplied by third-party authorized content providers. The authorized
content enjoys full integration into NTT DoCoMo’s accounting and billing
system, so that NTT DoCoMo handles the authentication, authorization,
and accounting (AAA) and billing for the content providers, for a 9% billing
commission. On top of this, NTT DoCoMo charges the user for the amount
of data transmitted.

There is also a possibility for the i-mode users to access Internet content,
reached through the web-browser in the handset. For the Internet content
NTT DoCoMo will only charge for the data transmission. Content providers
that choose this channel will have to handle their billing themselves.

From this success example we see that there is a potential business for third
party content accessed through a mobile terminal. The business model for
i-mode is similar, but not identical, to the multiple service provider model
that we propose. The main difference is in the required subscription to
the network operator, that we rather not have, since it ties the end users
(and consequently the content providers), to utilize the network services
provided by that particular network operator. Competition in both the
wireless access level, and in the content provision level, is less efficient with
an access subscription, than when a user can choose the content freely.

2.4 Discussion

We believe that the multiple service provider business model described in
Section 2.2.2, along with the different pricing models and service differenti-
ation, will improve the situation for both end users, service providers and
network operators, as compared to the systems of today. We gave some
motivations in Section 2.2.3, but there are, of course, more arguments, both
in support of the new business model, as well as against.

What is required to make the business models suggested here feasible in
future wireless mobile communications systems? The technology develop-
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ment and standardization should be aimed at creating a fundament for the
introduction of service level agreements between network operators and ser-
vice providers. They should come to agreements that they expect will be
profitable for them.

The physical layer of such a technology should allow for a high flexibility
in terms of resource usage policies that, among other things, enable fast allo-
cation of channel resources where they are best utilized. Network operators
could compete in this sense; being more flexible and efficient than the other,
thereby offering cheaper access to the end users, and maybe even offering
QoS guarantees.

In Figure 2.5 we see how the physical layer can be related to the service
level and, through the SLA pricing model, result in a price tag for the offered
service. The physical layer is here completely isolated from the pricing
model, from the customer point of view. The customer only sees the service
level and its price tag. The network operator, on the other hand, sees the
cost for maintaining a certain service level for a user and thus has to consider
what service level is the most profitable to offer.

The admission control, outlined in Chapter 3, has to keep track of what
the total system resources are, and whether it can admit a new user without
breaching other SLAs. A denied admission will result in a cost for the net-
work operator, unless it already provides the maximum service required. An
efficient scheduler, which is the main topic for this thesis, helps by utilizing
the existing resources better. This is clearly seen in Example 2.12 using
Figure 2.5:

Example 2.12: Service level, resource cost, and revenue

In this example we have a user belonging to a service class with a maxi-
mum and a minimum required throughput. This is seen in the price curve
in the upper left part of Figure 2.5, that corresponds to price model 4 on
page 25. We have outlined three of many different possible service levels7

(A, B, and C), their respective cost in term of resources, and their resulting
marginal profit for the operator. The user’s average allocated channel con-
ditions permits him to have an average allocated bin capacity8 of about 2, 6
bits/symbol, as seen on the right horizontal axis.

We can see that, given a user with average allocated bin capacity marked

7The different service levels are results of different admission control strategies, which
we will elaborate more on in Chapter 3.

8See Definition 4.3 on page 4.3.
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Figure 2.5: How the physical layer could be coupled to the pricing model and
the resulting income. In the top left part, we see the price model curve. The
top right part maps the average allocated bin capacity (see Definition 4.3) to the
required service level (or vice versa). Depending on what service level is required,
different amount of resources will be required to uphold that service level. We
have exemplified with three different service level strategies: QoSmax, QoSmin,
and Proportional Fair. QoSmax will always give the highest required service level,
regardless of the cost. QoSmin will always give the lowest required service level.
Proportional Fair will adapt the service level to the current capacity, so that the
average resource consumption is kept constant for each user. The different service
level functions are closely related to the resource cost functions, seen in the lower
right part. Each service level function corresponds to a resource cost function,
which is illustrated by the corresponding line styles. Thus we see that QoSmin
has a lower resource cost than QoSmax for the given capacity. The resulting profit
can be read out from the lower left part of the figure. The line dividing this part
into a “Marginal Profit” and a “Marginal Loss” part represents the points where
the income (the price) equals the resource cost. However, drawing this line requires
knowledge of the actual resource cost, which may not be easily calculated in absolute
terms.



36 2.4. DISCUSSION

by an “x” in the right horizontal axis, service level A results in the largest
marginal profit for the network operator. We can also see that service level
C results in the highest revenue/resource ratio, making it more attractive
when the system is heavily loaded. There is a fourth possibility for the
network operator, and that is to not admit the user at all, which results in
the circle labeled “D”, near the origin. This service price is negative, which
means that the network operator has to pay a penalty fee to the customer.

A more efficient scheduler would move the “x” on the right horizontal axis
more to the right, since it would increase the average allocated bin capacity
by better utilization of temporarily good channel conditions. This would
result in less cost for maintaining the same service level, thereby resulting
in higher profit for the network operator.

In Chapter 3 we describe how the admission control interacts with both
the SLAs, and with the limitations imposed by the physical reality of the
fading channels, in order to maximize revenue for the operator. In Chapters
4, 6, and 7 we demonstrate how the scheduling maps the available resources
to admitted clients, in order to meet the service requirements. Finally, in
Chapter 9, we will get the whole picture by applying the SLAs, the admission
control, and the scheduling, on a (realistically) simulated system.



Chapter 3
Admission Control

The purpose of admission control is to serve as a gatekeeper to a server,
admitting no more clients than the server can handle while offering an at-
tractive service to the admitted clients. If too many clients are admitted at
some point, then the service perceived by them may not meet their expec-
tations.

Circuit switched communication systems, such as the GSM system, may
use admission control to admit new calls up to a certain threshold, within
the coverage area of a base station. The threshold is below the total number
of calls that the base station can handle, and the marginal channels between
the threshold and the maximum number of calls are called guard channels.
The guard channels are kept to take care of handovers from neighboring cells,
to allow higher priority calls, such as emergency calls, or, to maintain a good-
enough quality for the existing users in an interference limited situation [11].
At some point, all the existing channels may be utilized. In that case, if a
high priority call needs to be set up, then admission control can terminate
an ongoing call in order to free resources for the high priority call.

In a Wide-band Code Division Multiple Access (WCDMA) system, which
uses an interference limited radio access method, the threshold is dynamic,
depending on the additional interference that admission of a new user would
cause (see [50] and the references therein).

In multiuser packet-switched scheduled communication systems, such as
the ones we focus on in this thesis, admission control is required in order to
adjust the load on the link (the server) and its scheduler. Admission control
here chooses which users, or clients, to serve, and their service levels, on
a longer time-scale than that of the scheduler, in order to maximize the

37
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revenue in the light of a Service Level Agreement (SLA), as introduced in
Chapter 2.

3.1 Overview and Notation

We choose to divide admission control into two parts that work on two
different time-scales:

• Admission Policing (Session, or, call duration time-scale, e.g. 1-1000
sec)

• Service Level Control (Slow fading time-scale, e.g. 10-1000 msec. De-
pends on environment and mobility.)

To give the total picture, we also place the scheduler and its time-scale into
this perspective:

• Scheduling (Small-scale fading time-scale, e.g. 0.1 - 10 msec. Depends
on environment and mobile velocity.)

The purpose of this subdivision is to allow for some flexibility for the ad-
mitted sessions, in order to exploit, accomodate, or counteract the service
rate variations imposed by the fading radio channels.

Admission Policing (AP) decides whether or not a new session, or call,
should be admitted into the network. It also sets the limits for an acceptable
service level that must be upheld by the scheduled link. This is further
discussed in Section 3.2.

Service Level Control (SLC) adjusts the load on the scheduled link within
the limitations given by the AP, reacting to the longer term variations in the
fading channels, such as path loss and shadow fading. Service level control
is further discussed in Section 3.3.

In Figure 3.1, a block diagram describes how AP and SLC interact with
the scheduler, and how the transmitted data relates to admission control and
scheduling. SLC states are defined in Definition 3.2 and the token bucket
view was discussed in Remark 1.1 and defined in Definition 1.1.

As we pointed out in Remark 1.1 on page 4, we express service units in
terms of tokens. This is an abstraction we choose to make since it allows
for a general approach to the admission control and scheduling problem. In-
stead of specifying a data packet size, and then translating it into a number
of resource units, such as a number of symbols, required to transmit that
packet, we use the term token. A token represents a fixed amount of data
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Figure 3.1: How the admission control is related to the scheduler. The scheduler
receives the weighting factor from the service level controller, and returns estimates
on the resource cost for serving different streams. The service level controller mon-
itors the token bucket levels, and reacts to deviating values, by adjusting the token
rates and the weighting factors. In this view, the client SLAs and the channel SNRs
are regarded as externally imposed constraints. Active queue management may be
used to drop or mark selected packets as a consequence of changing the service
rates, in order to notify the communicating hosts of the changes. The SLC is the
natural placement of such a functionality.

that can be served by one radio resource unit, when using uncoded BPSK
modulation. Furthermore, the token abstraction allows us to disregard the
burstiness of the incoming data, and instead present the resource scheduler
with smoothly varying token bucket levels. When a resource bin is sched-
uled to serve a certain client according to the tokens representing its service
demands, the data buffer for that client is drained with the correponding
amount of data. Should the data buffer be empty at the moment of trans-
mission 1, then the erroneously scheduled bin has to be marked as invalid
for the scheduled client, and perhaps instead carry alternative information.

1There is a delay between the making of a scheduling decision and the actual trans-
mission of the scheduled data.
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Definition 3.1: Admitted service rates

An admitted service rate is defined by a maximum and a minimum rate
limit. The rate limits are expressed in terms of token rates (see also Defi-
nition 1.1). The maximum (minimum) limit expresses the maximum (mini-
mum) number of tokens given to a session in each scheduling interval.

The rate limits in Definition 3.1 are provided for the SLC from the SLA
database, via the AP.

Definition 3.2: SLC states

Depending on the current load on the links managed by the the SLC, the
SLC may be in one of three states:
Normal operation state means that at least one of the admitted clients is
served at its maximum admitted service rate.
Intermediate operation state means that at least one of the clients is served
at a rate higher than its minimum admitted rate, but none at its maximum
rate.
Saturated operation state means that all admitted clients are served at, or
below, their minimum admitted service rate.

Depending on which state the service level controller is in, different pricing
models may be utilized. As presented in Section 2.3.3, the progressive pricing
models 5 and 6 in Figures 2.3(e) and 2.3(f), respectively, may introduce
different price labels according to the current resource availability. This
enables for eager clients to increase their spendings in order to maintain a
service level, if they employ price model 5, whereas clients using price model
6 will not tolerate higher prices and thus accept reduced service levels.

3.2 Admission Policing

The admission controller has an Admission Policing (AP) entity which is
a logical unit that handles admission of new sessions, hand-over between
cells and schedulers, and dropping of sessions in times of scarce resources,
in a network-wide context. The admission policing has access to a database
of all the Service Level Agreements (SLA) and long-term statistics on how
they have been met. Based on this background information, it should apply
its admission policy on new and existing sessions in the network, in order
to maximize the revenue for the network operator. The AP sets the service
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level limits2 for the service level controller, which works on a faster time
scale, described in Section 3.3.

The AP also provides a measure of the revenue that is related to serving
the admitted session at different levels. Should it be impossible for the SLC
to comply with the given directives, the AP should react and e.g. adjust the
limits, force a hand-over, or drop a session. The AP, together with the SLC,
is thus a central component in our framework for revenue maximization in
resource allocation, since it will govern which clients the operator will serve,
and also at what rates they will be served, all in order to maximize the
revenue for the operator.

By Example 3.1 to Example 3.3 below, we want to give a qualitative intu-
ition to how an admission policy should operate, given the three SLC states
above. A more quantitative explanation is given in the implementation ex-
ample, in Section 3.2.1.

Example 3.1: Admission Policing in Normal SLC state

At a wireless access point let U active clients have ongoing sessions. At
least one of the clients is utilizing the services at his admitted maximum
rate. The access point is therefore not saturated and the AP may accept a
new session from any client within reach.

As long as the SLC remains in the Normal state, there is no need to discrim-
inate between clients belonging to different SLAs. In the other extreme, we
have the saturated state.

Example 3.2: Admission Policing in Saturated SLC state

At a wireless access point let U active clients have ongoing sessions. All the
clients are utilizing the services at, or below, their admitted minimum rate,
and the SLC is therefore unable to adapt the service rates to the available
resources. The access point is therefore saturated and the AP should not
accept any new sessions. Actually, the AP should drop one or several sessions
in order to take the SLC out of the saturated state. The sessions to drop
should be selected based on their SLA:s and the clients’ resource utilization

2Some applications do not accept any flexibility, while others may adjust to the current
service level.
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efficiencies.

Between the two extremes, we have the intermediate state.

Example 3.3: Admission Policing in Intermediate SLC state

At a wireless access point let U active clients have ongoing sessions. None
of the clients is utilizing the services at their admitted maximum rate, but
at least one is not utilizing them at its admitted minimum rate. The access
point is therefore almost saturated and the AP should consider the possibil-
ity to transfer clients to neighboring resources, such as making hand-overs
to different access points, or adjusting the limits within which the SLC may
operate.

The aim in the intermediate state should be to avoid driving the SLC to
its saturated state, since that would affect the performance of all the active
sessions. However, it may in some cases be economically advantageous to
admit high-revenue clients, despite the risk of driving the SLC into the
saturated state. We provide a more detailed study of an admission policing
entity and its implementation in Section 3.2.1.

In this outline, we have not made any distinction between rejecting a new
session or client, and dropping an ongoing session or existing client. This
distinction may of course be introduced into the SLA and the pricing models
of Chapter 2. It is common to regard dropping as more annoying to a client,
than rejection, since otherwise, the distinction would be meaningless3. In
Example 3.1 we have therefore not particularly considered the case of a new
admission driving the SLC into the saturated state, since this case will be
handled, once in the saturated state. If we would make a distinction between
dropping and rejection, we would not let a new admission drive the SLC into
the saturated state without considering the consequences.

3If a rejection would be equally annoying or more annoying than a dropping, then never
reject any clients and follow up by dropping the least profitable ones.
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3.2.1 Implementation of an Admission Policy

Given the SLC states defined in Definition 3.2 and the corresponding admis-
sion policies presented in Examples 3.1, 3.2, and 3.3, we may now outline a
detailed example implementation of an admission policing entity.

The required building blocks for an AP are:

1. A connection to a database containing data on the existence and cur-
rent fulfillment of all SLAs,

2. a mechanism for managing handover of clients between neighboring
servers,

3. a means for the SLC to communicate its state to the AP, and,

4. a means for clients requesting admission4 to communicate their SLA
membership and average downlink5 channel quality6, to the AP.

There are three states that the SLC can be in, as presented in Definition
3.2. In each state, three events can take place:

1. A client may leave the server,

2. a new client may arrive at the server requesting service, and

3. the SLC state may change.

In order to reduce the cases that the AP has to consider, we immediately
decide that in the normal state, all admission requests are accepted, since in
that state, the resources suffice and there is no need to discriminate between
clients. Furthermore, the event of a client leaving the server, as in event 1
above, will not yield any actions from the AP, regardless of the SLC state,
since that will free previously occupied resources. The four remaining cases,
and the corresponding actions to take, are presented in Table 3.1 below.
We describe the decision rules of Table 3.1 in Examples 3.4 and 3.5 below.
In Table 3.1, eU+1 refers to the additional revenue (earning) generated by
admitting client U + 1 and cU+1 to the cost of rejecting U + 1, whereas ci

refers to the corresponding cost for reducing the service level of client i. The
cost of doing a handoff of client i to a neighboring cell is denoted hi.

It is important to bear in mind that the costs ci do not only include losing
some revenue by reducing the service level, or the penalty fee for eventually

4Requests may come both wirelessly from mobiles and from the fixed network.
5We are primarily looking at resource allocation for downlink communications.
6The channel quality is estimated and provided over a random access uplink channel.
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Intermediate state Saturated state
Arrival of U + 1 Admit if

∑U
i ci − eU+1 < cU+1 Reject

State change Handoff u = arg mini hi Drop u = arg mini ci

Table 3.1: Actions to take by the admission policing entity in the intermediate and
saturated states, in the event of a client arrival or a state change. It is assumed
that the state change event brings the state, into the one in the table, from the less
critical state, i.e. from the normal state into the intermediate state, and from the
intermediate state into the saturated state. The dropping in the saturated state
should of course be avoided if it is possible to handoff clients to a neighboring cell
instead. The action plan is quite simple. The difficulty is in calculating the ci and
hi for all i = 1, ..., U , and eU+1.

dropping an individual client i. It may also include a larger fee for breaching
an SLA, by not fulfilling the aggregate network service agreement toward a
content service provider. This is why we need the AP to communicate
with the SLA database, in order to find which clients that can be dropped,
without risking high penalties.

Having the decision rules indicated by Table 3.1, the remaining difficulty
is to calculate the mentioned costs and revenue.

Example 3.4: Admission in the intermediate state

A new client U +1 requests admission while the SLC is in the intermediate
state. The new client provides the AP with a measure of its average bin
capacity, C̄U+1, as in Figure 2.5 on page 35. Based on C̄U+1 and the price
model for client U + 1 from the SLA database, the AP calculates eU+1 and
cU+1. An estimation of

∑U
i ci is calculated using the corresponding price

models and average bin capacities C̄i. If the cost for admitting is less than
the cost for rejecting, that is if

U∑
i

ci − eU+1 < cU+1,

then client U + 1 is admitted at its minimum acceptable rate. It is then the
task for the SLC and the scheduler to make room for the new client, with
help from the AP, since if the SLC remains in the intermediate state, then
the AP will try to handoff some clients to neighboring cells.
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Example 3.5: Admission in the saturated state

All admission requests are rejected while the SLC is in the saturated state.
Furthermore, the AP will try to primarily handoff, and secondarily drop,
clients until it drives the SLC into the intermediate state. It is desirable
that, apart from consulting the SLA database as in Example 3.4, the dropped
clients are the ones that represent the least revenue/resource ratio for the
system, thereby releasing considerable resources (see Example 2.12 and the
lower left part of Figure 2.5 in Chapter 2). If the SLC is successfully driven
into the intermediate state, then previously rejected clients may be admitted.

3.3 Service Level Control

Based on the introduced service limits and revenue measures determined
by the AP entity, the service level controller shall adjust the load on the
scheduler. The service level controller must work within the limits assigned
by the AP, as long as this is possible. The performance of the service level
controller is monitored by the AP entity, that reacts to e.g. saturated service
levels.

According to the revenue measures provided by the admission policy, the
service level controller should take actions that are positive in the revenue
generation sense. An example control strategy that a service level controller
can use, is: When there is room for increased service levels, increase the
service level of the most cost efficient streams; and when there is need for
service level reduction, reduce the service level for the least cost efficient
streams. Note that the service level controller works within the limits set
by the admission policy, so there should be no risk that streams totally out-
compete one-another: They will always receive at least the minimum service
level (as long as it is feasible).

Furthermore, the different clients’ service levels will have to be individually
controlled in order to exploit the average bin capacity variations.

In Figure 3.2 we have outlined the general SLC problem.
The amount of tokens r(t) in the bucket is a result of
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Service Level Controller

Tokens

Scheduler

Data
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Average
channel
capacity
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level

Figure 3.2: The service level controller, here depicted as a general controller, with
the token levels and the average bin capacities as input signals. The outputs from
the SLC are the admitted token rates, limited by the limits set by the admission
policy. The SLC uses the input information in order to make an economically
efficient decision for the service rates that will prevail until the next decision instant.
The token rates are used to fill up the token buckets, until the next instant the SLC
updates the token rates. For completeness, we have also included the scheduler and
the wireless channel.

• the amount of tokens in the previous scheduling interval r(t − 1),

• the input rate I(t); dictated by the data transmission service, shaped
through admission control, and

• the output rate a(t − 1); dictated by the scheduler decision and the
channel conditions in the previous scheduling interval.

This is represented by Equation (3.1):

r(t) = r(t − 1) + I(t) − a(t − 1) (3.1)

The rate at which the token buckets are filled by the SLC should reflect the
rate at which the data buffers are drained, since they consume the tokens by
transmitting data. If the rate into the token buckets are on average higher
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than the rate at which the tokens are consumed, the token buckets will be
unstable.

3.3.1 Service Level Control as a Linear Control Problem

The service level control (SLC) can be formulated as a linear, multiple input,
multiple output (MIMO) control problem with constraints on the control
signals. However, simpler controllers, such as PID controllers may perform
well enough. For example, SLC could be handled by a single input, single
output, (SISO) PID7 controller, defined in Definition 3.3, with a slight mod-
ification yielding a single input, multiple output, (SIMO) PID. In Example
3.6 and Figure 3.3, we outline a proposal for how this SIMO PID could be
achieved.

Definition 3.3: SISO PID equation and parameters
The main equation for a PID controller is given by [7, 72]

∆I(t) = K [ep(t) − ep(t − 1) + KIe(t) − KD(yf (t) − 2yf (t − 1) + yf (t − 2))] ,
(3.2)

where
e(t) = q(t) − y(t), (3.3)

ep(t) = bq(t) − y(t), (3.4)

and
yf (t) = pyf (t − 1) − (1 − p)y(t). (3.5)

Here, K, KI , and KD are non-negative gain parameters, that dictate how
much the different parts8 of the PID controller contribute to the final con-
trol increment ∆I(t). In equations (3.4) and (3.5) we have two additional
parameters, b and p, respectively. They are preferably set to b = 1 and
p = 0.5 to begin with, while tuning the other parameters (K, KI , and KD).
In Equation (3.3), y(t) is the current output signal, that in our case is the
maximum buffer level that is reported back to the controller, and q(t) is the
reference buffer level, thus e(t) is the current control error to which the PID
controller should react. The new admitted rate is then calculated as

I(t) = [I(t − 1) + ∆I(t)]Imax
Imin

(3.6)

7A Proportional Integrating and Differentiating (PID) controller is a second order linear
system that filters input signals to yield control signals that stabilize a system, and make
it follow a given reference, in the presence of measurement noise and system disturbances.
[7]

8The P, I, and D-parts, that stand for Proportional, Integrating, and Differentiating,
respectively
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Figure 3.3: The scalar PID controller takes as input the difference between (a
function of) the target bucket level (assigned by the AP, depending on the delay
requirements and the admitted rates) and the maximum of (a function of) the
actual bucket levels. The scalar PID thus has a single input signal. The output
from the PID controller is an increment to the token rates, that gives an indication
of whether they will increase or decrease, and also to what extent. The increment
is fed through a client-dependent aaptive gain Ku, and a limiting function (the rate
limits assigned by the AP), that together map the common increase/decrease signal
to an individual increase/decrease signal for each client. The adaptive gains Ku are
given by the clients’ cost efficiencies, defined in Definition 3.4 below. As outlined
in Example 3.6, a rate increase will then result in the most cost efficient clients’
rates being increased most, and vice versa, unless the limiters become active.

where I(t − 1) is the admitted rate from the previous update instant, Imax

and Imin are the rate limits as decided by the admission control and the
SLA (see Figure 3.3), and

[x]za = max [min (x, z) , a] .
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The PID controller according to Equation (3.2) in Definition 3.3 is given
in incremental form, since the output from the PID is the increment ∆I(t)
of the control signal, and not the control signal I(t) itself. An advantage
of using incremental form is that it is possible to avoid integrator windup
[58, 7] when any of the service levels is saturated, since we can use the true
saturated signal I(t − 1) in (3.6) [72].

Definition 3.4: Cost Efficiency
Cost efficiency, Eu, is here defined as

Eu =
Ẽu

1
U

∑U
i=1 Ẽi

, (3.7)

where
Ẽu =

∆eu

∆Iu
· Cu. (3.8)

Here, ∆eu = (max price)-(min price) is the difference between the revenue
(price) for the maximum and minimum transmission rate, ∆Iu = (max rate)-
(min rate) is the difference between the maximum and minimum required
transmission rate, according to the price model. Furthermore, Cu is the
resource value for each channel (average allocated bin capacity) averaged
over N previous time slots (see Definition 4.2 on page 58). The values in the
vector Ẽu (one for each client u) are divided by their average to normalized
cost efficiencies Eu that average to one.

The purpose of defining the cost efficiency is that we will use it in the
SLC in order to deduce which clients are better at utilizing their resources.
This is important for the optimization of the admitted rates to the different
clients, in order to utilize the available resources to generate the maximum
possible revenue.

Example 3.6: SLC by a Single-Input Multiple-Output PID controller

A simple modification of the SISO PID in Definition 3.3 yields a multiple-
output control signal, making it a SIMO controller. Having revenue maxi-
mization in mind, the modification could be carried out like this (use Figure
3.3 and Definitions 3.3 and 3.4 for reference throughout the example):
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• The main idea is to modify the gains K in (3.2) for different users
u (i.e. Ku), and also to let Ku have different values depending on
whether ∆I(t) in (3.2) is negative or positive (rate decrement or rate
increment).

• The scalar gain K is multiplied with a non-decreasing function of each
client’s relative resource cost efficiency (Definition 3.4), which is given
by the channel properties (“Service cost” in Figure 3.1) and the SLA
pricing information:

Ku = K · f(Eu).

This will make the most cost efficient clients u increase their admitted
data rates more than the others, by increasing their Ku.

• Moreover, if the scalar control increment from the SISO PID controller
is negative, then we multiply K by the inverse of the relative resource
cost efficiency:

Ku = K · f(
1

Eu
)

This will make the least cost efficient clients decrease their admitted
data rates more than the others, by increasing their Ku.

All the resulting rate increments from (3.2) are added to the previous rates
This approach will lead to a relative increase of the more cost efficient clients’
rates.

Care must be taken in the tuning of the PID parameters in order to avoid
oscillative behaviour, but also to make it fast enough to be able to track
sudden changes in the resource utilizations.

Example 3.7: SLC by a MIMO controller

A Multiple-Input Multiple-Output (MIMO) controller is characterized by
a MIMO transfer function from the input signals to the control signals. The
control signals may be the individual token rates for each client, and the
input signals may be the actual levels of each of the token buckets. The
MIMO controller can exploit the dependencies between the different clients’
token bucket levels. Additional inputs to the MIMO controller could be the
channel properties for the different clients (and their reliabilities) and the
SLA pricing information.
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Generalized Predictive Control (GPC) [24, 25] is a method that promises
near-optimal control strategies for such a MIMO approach. With GPC we
can:

• control all bucket levels individually toward individual target levels,
and

• take into consideration that the control signals are constrained.

However, we have not pursued this option. Instead we consider a non-
dynamic approach for the SLC, as an alternative to which we can compare
the PID controller, namely a linear program, described next.

3.3.2 Service Level Control as a Mathematical Programming
Problem

A way of choosing the input rate into the token bucket is by means of a
mathematical program, that maximizes a simple measure of the revenue
generated by delivering the data.

The mathematical programming solution represents a different approach
than that of the linear feedback control SLC. A linear program is able to
maximize an objective function (that we could design to represent the rev-
enue), based on a linear combination of a number of constrained variables
and fixed parameters (that we choose to be the admitted rates, and their
respective price tags). The constraints will be applied both to the admitted
rates, and on the total available resources. By this approach, we hope to
find revenue maximizing SLC decisions. We now describe in more detail
how a linear program based SLC is accomplished.

Example 3.8: SLC by a Linear Program

Let us for now assume that we have a simple price model for all the
served users: The users pay eu money units for a certain data rate Iu, where
u = 1, ..., U is an index over the admitted users. They also only pay for
data rates Iu betwen Imin = I and Imax = I tokens or data units per unit
time. Let us now assume that the different users experience different average
allocated bin capacities, namely Cu data units per resource unit9.

9The average bin capacity is defined in Definition 4.2 on page 58.
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In order to maximize revenue, the SLC should assign rates according to
the following linear program:

E = max
x

U∑
u=1

xu
∆eu

∆Iu
(3.9)

subject to
U∑

u=1

xu

Cu
≤ C (3.10)

I ≤ xu ≤ I (3.11)

The maximized function E represents the possible revenue generated by
serving the users according to the rate vector I = [I1, ..., IU ]. In the con-
straint (3.10), C represents the total available resource pool (total number
of resource bins). This linear program can be solved by standard methods
to obtain the rates that optimize the current revenue.

For a two-user example, let us assume the following values,

I = 50 [kbytes/s]
I = 100 [kbytes/s]

∆e1

∆I1
= 2 [cents/(kbyte/s)]

∆e2

∆I2
= 3 [cents/(kbyte/s)]

C1 = 3 [bits/symbol]
C2 = 3 [bits/symbol] (3.12)

C = 50 [(8 · 1024)symbol/s],

resulting in the following linear program,

E = max
x

2x1 + 3x2

subject to
x1

3
+

x2

3
≤ 50

50 ≤ xu ≤ 100

with solution
I = [x1, x2] = [50, 100].
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From this example, we can make a number of interesting observations. They
concern the solutions to the program. Changing the average allocated bin
capacity for user 2, C2, in (3.12) to have the value C2 = 2 bits/symbol
results in any feasible solution on the boundary (3.10), being optimal, since
the average allocated bin capacities and the service prices cancel.

Changing the average allocated bin capacity for user 2, C2, in (3.12) to
have the value C2 = 1 bit/symbol results in no feasible solution at all, unless
users accept data rates outside their specified requirements.

Obviously, if a channel has average allocated capacity Cu = 0, then no
resources should be wasted on it. In our problem formulation, we have the
constraint (3.10) that will be impossible to uphold for zero bin capacities.
In these cases, in order to keep the possibility to solve the service level
optimization problem as formulated in (3.9-3.11), we have to omit users
with zero bin capacity from the mathematical problem.

A different observation concerns the applicability to service level control
as a dynamic system.

Observation 3.1: A static solution to a dynamic problem
The problem of assigning token rates that fill up buckets in order to control

data delay and throughput, is a dynamic one. Linear programs do not have
any memory to take previous decisions into account. A linear program will
come to a solution that maximizes revenue, according to the price model
(3.9) and (3.11), and given the snapshot of the system state, that we provide
in the constraints (3.10).

We expect this to be an issue when applying LP methods to SLC problems,
especially for two reasons:

1. The linear program will find solutions that assign maximum rate to
good clients, minimum rate to bad clients, and an intermediate rate
to one mediocre client. Thus the dynamics of a linear controller, such
as a PID controller, will not be there implicitly to smooth out the rate
variations. There are two sides to this feature:

(a) The LP solutions quickly adapt to the current channel properties,
which is good.

(b) Some applications or communication protocols may have trouble
with the possible fast rate variability.
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2. In the linear program problem formulation, there is no explicit feed-
back from the token buckets, telling how many tokens remain from
the previous round. This will have to be included, either as a post-
correction to the linear program solution, or as an explicit constraint
in the linear program, in order to control delays.

Above, items 1b and 2 will require special care when designing a system
that uses linear programming for service level control. We will in Section 9.5
illustrate the effect of making a simple rate correction to the linear program
solution, according to item 2. However, the possible problem of fast varying
rates is not addressed in this thesis, but in the specification of services over
such a system, the acceptable variability may be specified as a service level
parameter.

3.4 Summary

Admission Control is here divided into two separate entities, Admission
Policing (AP) and Service Level Control (SLC), each responsible for the
system performance in their respective time-scales. AP utilizes the SLA
database to admit the most profitable mix of clients, whereas SLC adjusts
the service levels for the admitted clients. We have given explanations and
provided examples for how this may be implemented in a communication
system. In Chapter 9 we will see in more detail how these approaches affect
the system performance.



Chapter 4
Scheduling

We will study a broad-band, down-link dominated, time-and-frequency-mul-
tiplexed wireless mobile system, capable of dynamically mixing different
types of traffic over small-scale fading channels.

The preceding chapters have outlined the system from a revenue perspec-
tive. For the continuation of the thesis, the low-level details will be further
dealt with, in terms of proposed and tested solutions. The proposed solu-
tions are based on (adaptive) scheduling, since many aspects can be incor-
porated into the same level of abstraction: Allocation of wireless resources
based on their availability, and, on the service requirements.

Adaptivity is crucial in order to obtain improved spectral efficiency in fu-
ture mobile wireless communication systems. Real-time predictive schedul-
ing is one adaptive scheme that could provide improved performance. In
order to achieve good scheduling performance, we need accurate long-term
channel predictions. If such predictions cannot be made, we will fall back
to non-predictive approaches, such as coding and interleaving, perhaps with
link adaptation. To achieve useful results from a scheduler, it is also nec-
essary to have access to the different requirements set for different traffic
classes.

This chapter will serve as a background to motivate scheduling and to
describe how it is carried out. In Section 4.1 we motivate the use of on-line
fast resource allocation, or, scheduling. In Section 4.2 we describe the ba-
sics of scheduling, taking both channel conditions and service requirements
into account. Finally, in Section 4.3, we discuss some practical aspects that
need to be addressed when designing a wireless access network that uti-
lizes scheduling, related to the acquisition of the information required for

55
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scheduling.

4.1 Motivations for the Use of Scheduling

The main motivation for the use of scheduling in wireless communications,
is the combination of efficient utilization of the wireless channels, and the
possibility for fine-grained adaptation of the resource utilization to the re-
quired service levels. Thus, it is a combination of efficiency and flexibility
that motivates the use of scheduling.

We will in our approach utilize the flexibility for providing the service
levels requested by the service level controller (SLC), from Section 3.3. By
also improving the efficiency, we will be able to uphold higher service levels,
or accomodate more clients, all with the intention of generating revenue for
the network operator.

4.1.1 Motivation 1: Improving Spectrum Efficiency

The channel quality varies substantially over time and frequency, due to
radio interference and the mobility of the radio stations. Different types
of fading will cause, at least temporarily, bad channel conditions. Slow
fading, also called shadow fading, can be partly counteracted by controlling
radio transmitter power. The remedy against small-scale fading, however,
is traditionally different types of channel coding and interleaving.

As we outlined in the beginning of Chapter 3 (page 38), we recognize
the different time-scales in the channel variations, and propose alternative
methods for exploiting the variations instead of counteracting them. By
measuring the time-varying channel quality, and using the measurements for
link adaptation and fast multiuser scheduling, the available spectrum can
potentially be used more efficiently, than by using a fixed resource allocation
pattern and counteracting the channel variability by coding and interleaving.

4.1.2 Motivation 2: Fulfilling Service Requirements

Another issue for future data communication over wireless links, is that
of providing stable and predictable data transmission services, despite the
variability of the wireless channel.

The available bandwidth over the wireless channel is limited, so it has to
be utilized efficiently. A way of doing so is to associate a value to the event
of serving a certain client u with a certain resource bin s. This value is not
trivial to find, since it should be based on both the service requirements for
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that client, and on the ability of the resource bin to provide the required
service. Once it exists, it can be incorporated into the scheduling so that
the scheduler can maximize the value of the transmission, and hopefully,
provide the required service level.

In our approach, the SLC decides the service level that should be provided
to each client. It is then the task of the scheduler to assign the proper
resources on a short-term time scale in order to timely deliver the services
to all clients.

4.1.3 Motivation 3: Channel Prediction Works

A central component in the scheduling approach is the mobile radio channel
predictor. It has been demonstrated in [28, 74, 29, 30, 27, 73] that it is
possible to predict the received power variations, quite accurately, for several
milliseconds into the future, even for fast moving vehicular users.

That we at all require predictions of the channel conditions is mainly for
two reasons:

• With predicted channel conditions, we can utilize the resources even
more efficiently than outlined in Section 4.1.1, since we can plan trans-
missions over future resources, and thus increase the number of re-
sources over which we optimize the schedule.

• The feedback loop time delay that is introduced by an on-line schedul-
ing approach requires that we can predict the channel quality, far
enough to be able to do the required scheduling calculations, but also
to communicate the scheduling decision and prepare for its execution.

Having these predictions for all wireless channels, they can be used to-
gether with a target error rate to assign the feasible modulation complexity,
as described in Section 4.2, for planning of the transmissions to the differ-
ent mobile hosts. See also Appendix A.1 and references therein for a brief
overview of modulation, coding, and link adaptation.

4.2 Optimization of Resource Allocation

Resource allocation deals with the problem of assigning shared server re-
sources to clients performing different tasks. In the case of wireless commu-
nication, the tasks comprise of the transmission of user data, and the shared
resource is the radio spectrum, a resource, the quality of which varies with
time, frequency, and space. The available spectrum can be represented in
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many dimensions, such as time, space/antenna resources, frequency, code,
and maybe even polarization, or combinations thereof. For spatial division
we usually have the static cellular or sector approach, but this can also
be dynamically assigned resources, by, for example, fast switching between
neighboring base-stations when conditions allow and capacity profits from
it.

The resources that are allocated to different clients, can be partitioned
by means of time multiplexing (TDMA), frequency multiplexing (FDMA),
or even both simultaneously, into resource bins, that are the smallest radio
resource transmission units dealt with by the scheduler.

The problem discussed in this chapter deals with methods for (sub)optimally
allocating resource bins to clients. The allocation is based on the clients’ re-
quirements, represented by the amount of queueing tokens, and the clients’
predicted wireless channel conditions, represented by their bin capacities,
defined in Definition 4.1 below.

4.2.1 Channel Constraints

The channel SNRs are translated, via the target bit error rate (BER), to an
allowed modulation format, as outlined in Appendix A.1. This translation
results in an array of size U × S, where U is the number of active clients,
and S is the number of resource bins in the scheduling block. This matrix
will be called the capacity matrix and is defined below. See also Figure 4.1,
where an example with six clients and ten resource bins is outlined.

Definition 4.1: Bin capacity C(u, s) and capacity matrix C

The bin capacity, C(u, s), is the normalized transmission rate that client
u can obtain in resource bin s, such that it meets the requirements on error
probability, given the estimated channel quality. C(u, s) is given in bits per
symbol.

A matrix with U × S elements with C(u, s) in the u, s position, is termed
capacity matrix, and is denoted C.

Definition 4.2: Average bin capacity C̄u

The average bin capacity for client u, C̄u, is the bin capacity for client u,
averaged over S resource bins:

C̄u =
1
S

S∑
s=1

C(u, s). (4.1)
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Definition 4.3: Average allocated bin capacity Cu

The average allocated bin capacity for client u, Cu, is the bin capacity,
averaged only over the resource bins that were allocated to client u:

Cu =
∑S

s=1 δ(ds − u)C(u, s)∑S
s=1 δ(ds − u)

, (4.2)

where ds ∈ [1, ..., U ] is the scheduling decision for resource bin s, that is, an
index number to the client selected to use resource s, and

δ(x) =
{

1, if x = 0
0, otherwise.

(4.3)

Each entry in the matrix C represents the number of payload bits per
symbol

R = Rclog2M (4.4)

for the appropriate modulation format, with M-ary constellation and rate
Rc coding. The modulation is selected based on the predicted channel qual-
ity for each resource bin and client, to give the highest transmission rate
compatible with the target bit error rate for the client.

Example 4.1: Bin capacities

For a resource bin s in channel u where uncoded BPSK modulation can
be utilized, the bin capacity, C(u, s) = 1. If uncoded 8-PSK can be used,
C(u, s) = 3. If 8-PSK with rate 1/3 channel coding can be used, then (4.4)
gives C(u, s) = 1

3 log2(23) = 1.

We will use the capacity matrix C and the bin capacity C(u, s) later, in
Chapter 6 and Chapter 7, to represent the resource quality, in our proposed
scheduling algorithms.
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Figure 4.1: Example of a scheduling setup with six clients and ten resource bins.
The service requirement vector at the top left contains the token level for each client.
The capacity matrix at the top right contains the feasible modulation and coding
formats for each user and bin, according to (4.4), that is, the bin capacity. At the
bottom is the decision vector indexing the client number that has been scheduled
for a particular resource bin. It can be translated into the binary allocation matrix
X, and, through the capacity matrix (and Equation (4.6)), the resulting throughput
for each client is found in the allocation vector, at the bottom left. In this example,
the schedule was calculated with the CSD algorithm, presented in Section 6.3.4,
and it can be seen that the allocation is not optimal. For example, we can see that
if clients 1 and 4 swap their bins 5 and 9, then also client 1 obtains the required
service, which is not the case in the current schedule.

4.2.2 Service Requirements

The required throughput is given by the current token level for each client.
The tokens are normalized to represent the resource bin size used in the
radio link layer. In Example 4.2 the token level is related to the capacity
matrix (see Figure 4.1).
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Example 4.2: Tokens, Resource Bins, and Data

If there is a service requirement of 12 (represented by 12 tokens in a client’s
bucket), it can either be satisfied by 12 resource bins with uncoded BPSK
modulation (R = 1), or by 2 resource bins with uncoded 64-QAM modula-
tion (R = 6).

Depending on the number of symbols within a resource bin, a token repre-
sents an absolute amount of data. In a system where a resource bin consists
of e.g. 108 payload symbols, one token represents 108 data bits. 12 tokens
then represents 12 × 108 = 1296 data bits.

In order to allow for short-term flexibility in the scheduling decision, ad-
mission control will maintain a certain level of tokens in the buckets, to
ensure that it is the scheduler, and not the admission control, that decides
how to distribute the resource bins.

The output from the scheduler is a vector with one entry for each resource
bin (1 × S), where each entry is a positive integer, the client number, that
indicates the client selected to transmit in that particular bin. This vector is
hereafter referred to as the decision vector, d. The decision vector can also
be translated into a binary matrix of the same dimensions as the constraint
matrix (U × S), having one “1” for each resource bin. The “1” is in the
location of the client that was allocated to that time-slot, and the “0”s are
in the other locations. This matrix is denoted the allocation matrix, X. The
decision vector is then given by

d = (1, 2, ..., U)X. (4.5)

So, the problem is to generate a good-enough decision vector, from the given
capacity matrix, and the requirement vector.

The resulting allocation vector, a, of size 1 × U represents the resulting
throughput for each client over the currently scheduled resource bin set. It
is given by

a = diag
(
CXT

)
(4.6)

The resulting difference vector

w = r − a (4.7)

represents the unfulfilled requirements and the unused resources (negative
elements). In the example in Figure 4.1, all clients’ requirements were not
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satisfied: Client 1 and 2 would need to make some exchange, in order to
meet the requirements. Also, client number 6 was under-supplied. This
particular schedule was found by the CSD algorithm which evidently could
not find the optimal solution in this case. We will elaborate on this issue in
Chapter 6, where the CSD algorithm is presented.

4.2.3 Complexity

The set of admissible solutions to, and constraints on the scheduling problem
constitute discrete values in a finite space. All solutions could therefore be
found and classified by an exhaustive search, and the best one chosen. How-
ever, an exhaustive search becomes very complex. These kind of problems
are referred to in the literature as NP-hard problems [15], meaning that the
time it takes to find the solution is a Non-deterministic-Polynomial function
of the dimension of the problem, also implying the impossibility of finding
a closed form solution [44]. We will instead resort to numerical techniques
that, at least approximately, minimize a cost function J .

4.3 A Scheduled Communication System

As a target application, to test scheduling algorithms proposed in this the-
sis, we have selected a down-link dominated wireless communication system.
Below, we outline the main functionalities required for realizing such a sys-
tem. The flexibility in the system is based on a feedback loop, assuring
corresponding actions at both ends of the wireless links:

1. The bin capacities are predicted for all available resources, may they
be divided into frequency bins, time slots, antenna elements, polariza-
tion directions, spreading codes, or any other method for dividing the
available resources, or combinations thereof. The prediction horizon
is selected so the the delay of the scheduling feedback loop will not
influence the scheduler decision.

2. All user predictions are communicated to a centralized resource sched-
uler. The more centralized the scheduler, the more holistic the resource
optimization.

3. The result from the revenue-directed resource optimization, the schedul-
ing decision, is communicated to the active clients, well in time for
them to prepare for the execution of the scheduling decision.
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4. All active clients take part in the radio reception in all resource bins,
in order to collect channel quality estimates required in step 1 above,
for the bin capacity predictions.

Thus, apart from the scheduling itself, a channel predictive scheduling sys-
tem requires three main functionalities:

• Channel estimation, for coherent detection and also for step 4 above.

• Channel prediction, for step 1 above.

• Control signalling, for steps 2 and 3 above.

These issues, which will be discussed below, may result in difficulties that
limit the practical value of using the channel prediction and scheduling ap-
proach in all cases. In [38, 26], general summaries of the involved trade-offs
are given, together with case studies. A conclusion is that the network’s
spectral efficiency depends much on the imposed design constraints, and on
the scenario under which it is tested.

4.3.1 Channel Estimation

Channel properties, such as received signal power and phase shift, can be
estimated at the receiver. These estimates are normally utilized for channel
equalization at the receiver1 to mitigate the effects from the channel. Apart
from channel equalization, the channel estimates are used to produce predic-
tions of the channel properties in order to optimize the resource utililzation.

According to the results presented in [29], the channel estimates will con-
tain errors that depend on

• the measurement noise,

• the current channel properties,

• the transmitted symbols used in the estimation (pilot or blind), and,

• the method used for the estimation.

For the block-based LS (least squares) estimation of flat fading channels,
outlined in [29], the error can be partitioned into two main types of contri-
butions:

• Errors due to measurement noise, and
1It is also possible to pre-equalize at the transmitter.
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• bias errors, due to the block-wise constant approximation of a time-
varying channel.

Measurement noise is reduced by adding more samples, whereas the bias
components increase with an increasing length in time of the estimation
interval. Lower received power will tend to decrease the SNR leading to
worse estimations. This can be counteracted by using a longer estimation
interval, but for fading time-varying channels, the bias contributions to the
total error mentioned above will limit the useful length of the observation
interval.

Downlink Channel Estimation

In order to obtain an estimate of a channel, a measurement has to be per-
formed. Known pilot signals are transmitted and detected for this purpose.
For the downlink channel it should not be a problem, since any mobile can
participate in the reception of pilot symbols from the base station. So, for
the downlink, a simple solution is to let the base station periodically broad-
cast a pilot signal. Then, all mobiles can estimate their downlink channel
from this pilot. Furthermore, the estimates can be iteratively improved by
means of decision-directed estimation, that uses also the detected payload
symbols for the purpose of refining the channel estimate.

4.3.2 Channel Prediction

Based on historical channel states, and the current states, model based pre-
diction can achieve acceptable predictions over fractions of a wavelength.

Example 4.3: Prediction Horizon

Let us assume that it is possible to predict the channel accurately for λ/2
meters, that is, half a wavelength. For a 2 GHz carrier,

λ =
c

f
=

3 · 108

2 · 109
= 0.15m.

Let us further assume that we would like to support mobiles travelling at
up to 100 km/h, or, 27 m/s. Then, in order to have sufficiently accurate
predictions, we may use a prediction horizon of

T =
λ/2
v

=
0.15/2

27
= 2.78ms.
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Before arriving at the time instant of which we predicted the channel in
Example 4.3, equal to 2.78 ms, a number of issues have to be handled. The
most important ones are

• channel estimation,

• channel prediction,

• signalling of channel predictions to the scheduler,

• calculation of the schedule,

• signalling of the scheduling decision to the clients, and

• preparation at the clients for execution of the decision.

We believe that the most time-consuming task will be that of calculating
the schedule. Scheduling algorithms that provide good performance, yet have
very low computational complexity, is key. The design of such algorithms is
a main contribution of this thesis and is the focus of Chapters 6 and 7.

4.3.3 Downlink Channel Quality Signalling

Downlink channel quality signalling refers to the transmission of downlink
channel quality information, from the mobile terminals to the base station,
required for downlink scheduling at the base station. The mobiles have
to transmit to the base station an indication of the current or predicted
channel properties. The information transmitted could be the predicted
rate at which the mobile will be able to receive data from the base station.
However, there may be many resource slots for which this information is
required, depending on how the resources are partitioned.

There are indications [47] that for a scheduled system exploiting multiuser
diversity, this information need not be very extensive to be valuable, and it
may not necessarily require more than a few bits. Furthermore, not all active
mobiles will need to transmit this information all the time, since relatively
bad channels are less likely to be scheduled. About 10% feedback load has
been suggested [42], meaning that a channel quality threshold should be
applied so that on average 10% of the users are above the threshold, and
are allowed to feedback their channel quality to the scheduler.
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An approach more in line with the system we have chosen to study more
closely (see Section 4.3.5), is to let each client communicate their C(u, s),
see Definition 4.1, to the scheduler, not for all s, but for a portion of them.
The size of this portion depends on

• the bandwidth available for control signalling in the uplink,

• the revenue that a client is expected to be generating, and

• the number of simultaneously active clients, U .

One could set a target for the total number of communicated C(u, s) to the
scheduler be H = h · S, where S is the number of available resource bins,
and

1 ≤ h ≤ U (4.8)

is the feedback factor chosen based on a trade-off between the available con-
trol signalling bandwidth, and the acceptable risk of having a resource bin
that no client has claimed. An example of different choices of h is given in
Example 4.4, next.

Example 4.4: Deciding the total amount H of feedback information

A down-link scheduled wireless communication system utilizes S = 25
simultaneously scheduled resource bins. These are to be shared among U =
20 currently active clients. Different values of h result in different number
H of reported C(u, s) to the scheduler:

• Choosing h = 1 results in H = h·S = 1·25 = 25 reported C(u, s). This
choice of h gives a high risk of having unclaimed resource bins, since
there are 25 bins and totally only 25 claims, on average 25/20 = 1.25
from each client.

• Choosing h = 3 results in H = h · S = 3 · 25 = 75 reported C(u, s).
This choice of h gives a lower risk of having unclaimed resource bins,
since there are 25 bins and totally 75 claims, on average 75/20 = 3.75
from each client, or, on average h = 3 claims for each resource bin. On
the other hand, this choice requires more control signalling bandwidth.

Having chosen e.g. h = 3, or, totally H = 75 reports per scheduling round,
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the next step is to distribute them among the clients. One example of how
to distribute them is given in Example 4.5.

Example 4.5: Deciding each client’s amount of feedback information

We have decided to allow submission of a total of H = 75 resource bin
reports to the scheduler. There are S = 25 resource bins to compete for, and
U = 20 competing clients. In order to not constrain the scheduler more than
necessary in making its decision, we choose to let the 15 most lucrative (in
terms of cost efficiency) clients claim 4 resource bins each, and the remaining
5 clients 3 resource bins each, resulting in a total of

4 · 15 + 3 · 5 = 60 + 15 = 75 = H

reports.
A claim, or resource bin report, may then look like in Table 4.1.

Client ID, u = 5 5 5 5
Resource bin ID, s = 8 9 23 24
Bin capacity, C(u, s) = 5 5 4 4

Table 4.1: A resource bin report, or claim, from client number 5. It has bin capacity
5 for resource bins 8 and 9, and bin capacity 4 for resource bins 23 and 24. The
client number may be omitted from the report if this can be detected by other
means, such as scrambling or spreading code.

4.3.4 Downlink and Uplink Schedule Signalling

Downlink schedule signalling refers to transmission of downlink scheduling
information, from the scheduler at the base station to the mobile terminals,
required for downlink data transmissions. Uplink schedule signalling refers
to transmission of the uplink scheduling information, from the scheduler at
the base station to the mobile terminals, required for uplink data trans-
missions. For the general case, a substantial overhead will be required to
transmit the decision to the terminals. The base station can broadcast the
scheduling decision, a decision that includes a session ID, indexed by the
number of the resource bin, see Table 4.2 and Equation (4.9),

N = S × log2 U, (4.9)
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where N is the number of bits in the scheduling decision for one scheduling
cycle (time-slot), S is the number of scheduled resource bins, and U is the
number of active sessions. This assumes that the clients already know the
rates at which the data can be transmitted in the different resource bins,
should they be selected for transmission by the scheduler. This information
was previously created in the mobile terminals and then transmitted to the
scheduler at the base station, in the form of a resource claim or capacity
report, as outlined in Example 4.5.

Resource bin ID, s = 1 2 3 4 ... S
Client ID, U ≥ u = 3 1 12 3 ... 15

Table 4.2: Example of a scheduling decision transmission frame. In each resource
bin, the information of which client that gets to transmit in that bin in the next
cycle, is broadcasted. The client IDs are thus organized in an array indexed by the
resource bin number, just like the decision vector d, defined in (4.5).

This requires that all active mobiles detect and decode this information all
the time. The required amount of signalling needs to be properly addressed
in the design process. For our target system, we will elaborate further on
this topic in Section 4.3.5.

4.3.5 Conclusions and Outline of a Proposed System

Based on the reasoning carried out in this chapter, we shall now specify a
system that uses fast resource scheduling. This is our target system, which
will be discussed in detail in the case study, presented in Chapter 9. We
shall only consider fast resource scheduling in the down-link.

In order to provide the required flexibility for the down-link, we choose
to focus on an orthogonal frequency division multiplexing (OFDM) link.
OFDM has the potential advantage of comprising a large number of densely
spaced orthogonal subcarriers, that may be independently modulated and
demodulated. The physical link that we choose to employ, is a number of 5
MHz carriers in the 1900 MHz band2. Each carrier is subdivided into 500
OFDM subcarriers. They are grouped into 25 frequency bins, each consisting
of 20 subcarriers with a spacing of 10kHz. They are further subdivided in
time, into time-slots of 6 symbols’ duration. The symbol duration is 100µs,
which with a guard time of 11µs (used for a cyclic prefix), results in a symbol
period of 111µs. The carrier spacing of 10 kHz then results in time-frequency

2This choice is based on possible re-use of 3G spectrum allocations and equipment.
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bins of 0.667 ms length and 200 kHz width. Out of the 120 symbols in each
resource bin, 12 are used for pilots and control information, leaving a total
of 108 symbols for data transmission in each bin, see Figure 4.2. These time-
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Figure 4.2: One of the time-frequency bins of the proposed system, containing
20 subcarriers with 6 symbols each. Known 4-QAM pilot symbols (black) and 4-
QAM downlink control symbols (rings) are placed on four pilot subcarriers. The
modulation format for the other (payload) symbols is adjusted adaptively. All
payload symbols within a bin use the same modulation format.

frequency bins can be allocated separately and on-line to different clients, by
the resource scheduler. The 25 time-frequency bins constitute one scheduling
frame.

We repeat the calculations from Example 4.3, but with the new values
corresponding to a prediction range of λ/3 with acceptable accuracy (NMSE
of about 0.1, see [29, 30]) for a mobile speed of up to 100 km/h (or 27 m/s).
For a carrier frequency fc = 1990 MHz,

λ =
c

fc
=

3 · 108 m/s
1990 · 106 Hz

= 0.151 m,

and a mobile speed of v = 27 m/s we can allow a prediction horizon of

T =
λ/3
v

=
0.151/3 m

27 m/s
= 1.86 · 10−3 s = 1.86 ms.

This time horizon corresponds to almost three whole time-slots of duration
0.667 ms, in which we will have to

• generate the downlink channel predictions and calculate the corre-
sponding bin capacities in resource bin 0

• then transmit the resource claims in the up-link control channel during
resource bin 1.

• The scheduler will produce the schedule during bin 2, and
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• broadcast the scheduling decision, embedded with the transmitted
data, during bin 3, which is the predicted bin.

Thus, all active clients will have to decode all the transmitted control data,
and then from the control symbols, identify which bins contain each client’s
designated data.

Although it may require a large amount of feedback bandwidth, we will in
our case study (see Chapter 9) let all clients communicate all their bin capac-
ities to the scheduler. Thereby we avoid the possible problem of unclaimed
resources being wasted in our simulations.

However, it would be in place with an investigation of the required amount
of feedback, or the feedback factor h, in (4.8), in order to trade a substantial
reduction of the required feedback bandwidth for an acceptable probability
of unclaimed resources, and a resulting loss of revenue. This is a topic for
further research and will not be pursued further.



Chapter 5
Scheduling Algorithms

In this chapter we describe and define scheduling algorithms commonly re-
ferred to in the literature. Their main application area is within computer
communications, but some algorithms also appear in computer processor
sharing systems, or cashier queueing systems with multiple customers.

We have to bear in mind that different scheduling strategies may have
different objectives. There are schedulers that aim at providing fairness
among the served clients, whereas others aim at minimizing the average
waiting time, or any other measure of performance relevant to the served
clients.

We are primarily interested in scheduling algorithms that take into account

• varying service rates at the server, and,

• different service requirements among different clients.

Algorithms that fulfill these requirements are of potential use for data streams
over wireless links with different QoS requirements. They are therefore here
termed Wireless QoS scheduling algorithms. For completeness we will in
this outline include also other types of scheduling algorithms that do not
meet these requirements. The chapter is therefore divided into sections en-
compassing different types of scheduling algorithms. They are:

• Wireline Fair

• Wireless Fair / throughput maximizing

• Wireless QoS

71
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It should also be said that, even though we divide the scheduling disciplines
into distinct classes according to their applicability, there exist variations
to the standard algorithms that extend their applicability into the other
classes. One such example is given below, in Section 5.4.1.

However, we start with some necessary definitions.

5.1 Definitions

In order to explain the different scheduling algorithms we will need to define
a number of terms commonly used in conjunction with scheduling.

Definition 5.1: Backlogged client

A backlogged client is a client with service requests in a queue, waiting for
service.

5.2 Wireline Fair Scheduling Algorithms

We choose to present this type of algorithms for reference and for the pur-
pose of introduction to the notion of fairness, and what shortcomings wire-
line algorithms meet, should they be applied directly onto wireless fading
links. In the wireline scenario, the transmission link enjoys a constant capac-
ity, C(t) = C, that the scheduler should assign to the different backlogged
clients, whereas wireless links are subject to fading that is independent be-
tween clients.

5.2.1 Generalized Processor Sharing (GPS)

A resource scheduled according to Generalized Processor Sharing (GPS)
[61, 14] will be shared among the clients in a way so that for any time
interval, the resource will have been serving a backlogged client i at least
as much as its guaranteed share, si, of the total service rate. The share for
client ci is expressed by

si =
ri∑U(t)

u=1 ru

C(t), (5.1)

where ri is the rate weight for client i, which dictates what portion of the
service capacity C(t), available at time t, should be given to client ci. Fur-
thermore, C(t) is the total available capacity at time t, with U(t) being the
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number of backlogged clients at time t. We illustrate how (5.1) can be used
in the following two examples.

Example 5.1: Rate weight fairness example 1

If client c1 has rate weight r1 = 1 and client c2 has rate weight r2 = 2,
then c2 should receive twice as high a service rate than that of c1. Moreover,
if no other clients than c1 and c2 exist in the system at time t, then client
c1 should receive 1

3C(t), while client c2 should receive 2
3C(t) of the available

capacity C(t) at time t.

Example 5.2: Rate weight fairness example 2

Let Wi(t1, t2) denote the assigned bandwidth, or transmission rate, to
client ci during a time interval [t1, t2]. If si(t) is allocated according to (5.1),
and

Wi(t1, t2) =
t2∑

t=t1

si(t),

then ∣∣∣∣Wi(t1, t2)
ri

− Wj(t1, t2)
rj

∣∣∣∣ = 0 (5.2)

for any two backlogged clients ci and cj . Obviously (5.2) is fulfilled by the
choices made in Example 5.1.

Equation (5.2) is the fairness criterion. It means that a client that needs
service, will, during any short time interval [t1, t2], at least get a share of
the total service according to its pre-defined service rate share ri. This can
be guaranteed as long as the sum of all the guaranteed service rate shares
does not exceed the total service rate.

GPS [61] is not really a scheduling algorithm by itself. We have chosen to
present it since it is used in the scheduling community as a benchmark for
how an idealized fair scheduler should behave. The GPS discipline requires
a fluid model for the traffic that is served, meaning that the traffic must be
infinitely divisible, and that all backlogged clients can be served simultane-
ously. Since this is not the case for real data traffic, the GPS cannot be
realized exactly, but its behaviour can be approximated in different ways.
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5.2.2 Weighted Fair Queueing (WFQ)

Weighted Fair Queueing (WFQ)[14, 12] tries to assign resources to the clients
according to their pre-defined service rate requirements. It is considered a
packet-by-packet approximation of the GPS discipline, and has thus also
been called PGPS, for Packet-by-packet Generalized Processor Sharing. The
idea is to calculate the finish time, F (pk

i ), for transmitting packet number k
to client i, had it been served by a GPS based server. Then, the incoming
packets are served in increasing order of this finish time. The finish time is
calculated as

F (pk
i ) = S(pk

i ) +
Lk

i

ri
, (5.3)

where Lk
i is the length of the kth packet for client i, and the start time S(pk

i )
is calculated as

S(pk
i ) = max[V (A(pk

i )), F (pk−1
i )], (5.4)

where A(pk
i ) is the arrival time of packet pk

i to the queue, and V (t) is the
simulated GPS system virtual time at time t, as defined below.

Definition 5.2: Virtual time
The virtual time V (t) of a simulated GPS queueing system is given by

dV (t)
dt

=
1∑U(t)

u ru

C(t),

where U(t) is the number of backlogged clients, and ru is each client’s rate
weight.

The finish time calculation in (5.3) simply adds the expected processing time
Lk

i /ri to the start time S(pk
i ).

A WFQ system requires that the virtual time V (t) is updated for each
backlogged client, in order to decide which client to serve next. Furthermore,
it is required that a finish time F (pk

i ) is calculated and stored for each job
(data packet) in the queueing system. The virtual time V (t) is thus a crucial
part of the criterion for the scheduler.

5.2.3 Worst-case Fair Weighted Fair Scheduling (WF2Q)

Different improvements to the WFQ discipline have been suggested, both
in terms of performance and complexity. One of them is the Worst-case
Fair Weighted Fair Queueing discipline (WF2Q) [12], that we describe next
by means of comparison with the WFQ discipline. In the WFQ discipline,
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the client to be served is selected among the backlogged clients according
to the smallest calculated finish time F (pk

i ). It is argued in [12] that a
better approximation to the GPS discipline is accomplished if, instead of
considering all backlogged clients, only the clients with packets (jobs) that
would have been starting to receive service under the GPS discipline, are
considered. That is, only packets are considered that fulfill

{pk
i |Sk

i,GPS(pk
i ) ≤ V (t) ≤ Sk

i (pk
i )}, (5.5)

where Sk
i,GPS(pk

i ) is the time at which the packet pk
i would have started to

receive service under the GPS discipline, V (t) is the GPS virtual time from
Definition 5.2, and Sk

i (pk
i ) is the starting time as defined in equation (5.4)

above. Among these jobs, the one with the earliest finish time is selected
for service.

5.2.4 Round Robin (RR)

The Round Robin algorithm (RR) is very fair and simple when the service
rate is constant [69]. The backlogged clients take turns in utilizing the
service for a short period of time, or for a pre-defined amount of work, in a
cyclic fashion. RR may also serve different clients differently, according to
a rate weight, as for the WFQ discipline.

Unfortunately, this approach does not fit well into the scenario where the
server (the wireless link) has a varying work rate (fading channels), and
more importantly, when the server offers different work rates for different
clients at the same time (independendt channels).

5.2.5 Summary

Wireline fair algorithms will not exploit the wireless channel variations in an
advantageous way. In a wireless scenario, the drawback of the wireline fair
algorithms presented in this section, is that they do not take into account the
varying and different service capacities that the different clients experience
due to fading. Therefore, we expect that other algorithms, taking these
variations into account, would perform much better. We will discuss one
such group of algorithms next.
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5.3 Wireless Fairness Throughput Scheduling Al-
gorithms

This type of scheduling algorithms exploit the wireless channel variations
that impose varying and different service rates for different clients. They
also aim at giving a fair share of the available capacity to the different clients.
The actual meaning of fairness in the use of wireless transmission resources
is ambiguous, and it still receives considerable research attention. See [56]
and references therein.

The wireless channel variations offer the possibility to achieve multiuser
scheduling gain, should the variations be efficiently exploited. The multiuser
scheduling gain results from the possibility to utilize the wireless channels
at higher transmission rates than their average possible rates, by utilizing
temporarily good transmission conditions, and avoiding temporarily bad
channel conditions, while still utilizing all channel resources all the time.
This is what opportunistic scheduling algorithms do, by efficiently sharing
the resources among multiple users. Wireless fair scheduling algorithms are
one such type of algorithms.

5.3.1 Proportional Fair Scheduling (PF)

The Proportional Fair Scheduling algorithm (PF) [45, 51], allocates the re-
source to the user that can transmit at the highest rate, relative to its
average achieved throughput during some window of past transmissions.

In its most basic form, the PF algorithm assigns the resource to the back-
logged client indicated by

arg max
i

(C/I)i(t)
Ti(t)

, (5.6)

where (C/I)i(t) is the current carrier-to-interference ratio for client i at time
t, and Ti(t) is the achieved data throughput for client i, in a limited time
window, up to time t. PF scheduling is resource efficient, in that it utilizes
the link (the server) when its service rate is estimated to be high. It is also
fair in the sense that clients that have received worse service for some time,
will be compensated as their weights in (5.6) increase as the denominators
Ti(t) decrease.

Remark 5.1: PF variants
There are variants of (5.6). In e.g. [67, 75], instead of normalizing with

the average attained throughput Ti(t), normalization is performed with the
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average attainable throughput, which results in the scheduler assigning the
resource to the client with the best resource quality as compared to its
average resource quality.

Remark 5.2: PF favourizes large channel variations
In [45] it is observed that clients with channels subject to larger variation,

all other things being equal, enjoy a better service (higher throughput us-
ing less resources), than clients with less varying channels, under the PF
algorithm.

Remark 5.3: PF in CDMA2000
According to [51], the PF algorithm is used in the 1xEV-DO system, which

is the second phase of evolution of the CDMA2000 standard. 1 In 1xEV-
DO, CDMA has been abandoned as the method for multiplexing multiple
users, but is kept for the purpose of spreading. Instead, TDMA is used for
multiplexing.

5.3.2 Score Based Scheduling (SB)

A more general approach, that efficiently combats the shortcomings men-
tioned in Remark 5.2 of the standard PF algorithm, does not only look at
the average of the recent transmission rates, but at the whole distribution.
The distribution is used to normalize each client’s current possible through-
put [62, 18]. The solution in [18], called Score Based (SB) scheduling, is as
simple as it is fair:

• Let ri(t) be the possible transmission rate for client i at time t.

• Store each client’s W most recent possible transmission rates {ri(τ)|t−
W + 1 ≤ τ ≤ t} in a list sorted in ascending order of ri, where W is
the size of a time window.

• Now let si(t) be the position index in each list to each client’s current
transmission rate ri(t).

1The first phase of evolution of CDMA2000 is called High Data Rate (HDR).
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• Assign the channel at time t to the client i with the maximum si(t).

This algorithm enjoys a very simple implementation. It works directly on
the achievable service rates, and does not require any weight calculations or
prioritizations. Moreover, it takes into account the statistical distribution,
without making any assumptions about its shape.

5.3.3 CDF-based Scheduling (CS)

The Cumulative Distribution Function (CDF) based Scheduling (CS) ap-
proach in [62] is that of assuming a statistical distribution for the possible
service rates for each client, then assigning the resource to the client that,
according to the distribution and the current possible rate, has the least
probability of obtaining a higher rate. This approach also combats the
shortcomings mentioned in Remark 5.2.

For the Gaussian case, the algorithm assigns the resource to the client that
maximizes:

Ri(t) − mi

σi
, (5.7)

where Ri(t) is the possible rate at time t for client i, mi is the mean of the
Gaussian distribution for client i, and σ2

i is its variance.

Remark 5.4: Distribution shape assumption

The CDF rule requires, or assumes, knowledge of the distribution function
behind the achievable rates, whereas the SB rule in Section 5.3.2 does not
make any assumptions about this.

Potentially, one could build in prior information into the CDF of the CS
algorithm to make it more powerful. This could be e.g. that the mobile is
approaching the base station, and will therefore expectedly experience an
increased channel quality. This would be to look ahead, rather than back
to stored data, as is done in the SB algorithm.

5.4 Wireless QoS Scheduling Algorithms

The algorithms proposed in this thesis all fit into this category. The aim is
to take the channel properties into account, in order to efficiently utilize the
resources when they offer good service, and at the same time pay attention
to throughput and delay requirements from the clients, in order to offer
attractive and predictable services.
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5.4.1 Modified Proportional Fair Scheduling (MPF)

An extension to the standard PF algorithm is given in [10], namely the
Modified Proportional Fair (MPF) algorithm. It is modified in order to
support delay sensitive clients. The modification is as follows:

• Define different types of clients with different requirements on delay

• For each delay constrained client i, define a threshold delay value, τi

• For each delay constrained client i, maintain an actual delay value, di

• For each client, define a prioritization factor Ki that is inversely pro-
portional to its current channel quality:

Ki =
(C/I)max

(C/I)i
pi, (5.8)

where

– (C/I)max is the maximum of all clients’ current channel condi-
tions, and

– pi ≥ 1 is a prioritization factor that assigns a priority to client i
reflecting the importance of it meeting its delay requirements.

• Assign the resource to the client i that maximizes

Pi =

{
(C/I)i

Ti
Ki , di > τi

(C/I)i

Ti
, di ≤ τi

(5.9)

Thus, the delay support is in this case provided in two steps, activated by
the current delay experienced by the client di passing its allowed threshold
value τi:

1. Eliminate the proportional part from the PF algorithm by cancelling
the channel dependent factor (C/I)i in (5.9)

2. and multiply by a factor pi that reflects its delay support importance.

Intuitively, MPF gives an increased absolute priority to clients that have
exceeded their delay constraints. When multiple clients enjoy this priori-
tization, they will internally be scheduled according to their prioritization
factors.
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Remark 5.5: Advantages and shortcomings of MPF
At the same time as the MPF algorithm increases the priority of a delay

sensitive client in order to meet its delay requirements, it also gives up the
possibility to achieve a scheduling gain due to the channel variations.

However, this is a sound behaviour if delay is an issue that is prioritized and
payed for.

5.4.2 Modified Largest Weighted Delay First (M-LWDF)

The Modified Largest Weighted Delay First (M-LWDF) [67, 4, 5, 6] stems
from the Largest Weighted Delay First (LWDF) [76] algorithm, originally
intended for QoS provisioning over fixed-rate channels. The basic LWDF
algorithm is thus not adequate for time-varying channels, such as wireless
fading channels. The idea in LWDF is to assign the channel to the client
that maximizes the ratio between the current delay or waiting time, ŵi(t),
experienced by the longest waiting packet in each queue, and a QoS-related
factor αi > 0, assigning lower αi to clients with lower delay tolerance. LWDF
assigns the resource to the client i according to

arg max
i

ŵi(t)/αi. (5.10)

The modification to the LWDF rule introduces the varying service rate
for different clients. Apart from providing QoS support, the M-LWDF algo-
rithm then takes the channel capacity variations into account: The M-LWDF
algorithm selects for transmission the packet that maximizes the value

piŵi(t)
ci(t)

, (5.11)

where ŵi(t) is the delay of the first packet in queue i, ci(t) is a weighting
function proportional to the required transmission power, thus depending
on the current channel state. The QoS support comes through the factor

pi = aic̄i, (5.12)

where c̄i is the time average of ci(t) for client i, and ai is a QoS parameter,
suggested to have the value

ai = − log(δi)
Ti

, (5.13)

where δi is the desired probability to fulfill the delay requirement Ti.
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The algorithm is basically the same as the Max Weight (MW) algorithm
described in [78], if the QoS-dependent weight factor ai is omitted.

Note that the current channel capacity is introduced indirectly in the cri-
terion (5.11), as the required transmission power, ci(t), in order to uphold
a certain SNR. This approach is taken since the scheduling algorithm is
proposed for a CDMA system, that relies on power control.

5.4.3 Exponential Rule (ER)

The Exponential Rule (ER) [67] is based on the M-LWDF rule (Section
5.4.2), but has more similarities with the MPF rule (Section 5.4.1). Follow-
ing the ER rule, the channel is assigned to client i according to

arg max
i

pi

ci(t)
exp

(
aiŵi(t) − aŵ

1 +
√

aŵ

)
, (5.14)

where the same notation is used as for the M-LWDF rule above.

Remark 5.6: Similarities with PF
The factor pi

ci(t)
in (5.14) is basically a weighted PF rule. This is under-

stood if we consider the normalization of the PF rule, mentioned in Remark
5.1. Instead of normalizing with respect to the average achieved throughput
Tk(t) in (5.6), we normalize with the average possible throughput, which is
proportional to 1/pi in (5.14).

The thinking behind the ER rule is to let the (weighted) PF discipline control
the scheduling as long as no delays grow too large. If any delay departs from
the average, then the exponential factor will be “activated”, and increase
the priority for the client with the larger delay. The difference to the MPF
rule (recall that MPF introduces a prioritization factor into PF when the
delay grows too large) is that ER has a more graceful adaptation from PF,
to a less channel dependent, more delay intolerant scheduling rule.

5.5 Summary

In Table 5.1 a summary of the properties of the presented scheduling al-
gorithms is given. The different fields in the table answer the question of
whether the algorithms, in some relevant way, take into account

1. Channel state information: The varying and different service rates
that different clients experience, due to the fading channel properties.
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2. Queue state information: The amount of queueing jobs (data packets,
bytes) in the different clients’ queues. This is required for bounded
delay provisioning.

3. External priority: Externally assigned weights that reflect the relative
importance of serving a client.

4. Fairness among users: Avoids service starvation for clients due to
misbehaviour from other clients.

Algorithm Channel state Queue state External priority Fairness
GPS No No Yes Yes
WFQ No No Yes Yes
WF2Q No No Yes Yes

RR No No No Yes
PF Yes No No Yes
SB Yes No No Yes
CS Yes No No Yes

MPF Yes Yes Yes Yes
M-LWDF Yes Yes Yes No

MW Yes Yes No No
ER Yes Yes Yes Yes

Table 5.1: Summary of the presented scheduling algorithms. The cells say whether
or not the algorithm takes into account the channel state, the queueing state, any
external priority, or achieves fairness in some sense.

Among the presented algorithms, MPF, M-LWDF and ER all provide
channel and queue state dependence, and they can also incorporate exter-
nally assigned priorities for different QoS requirements. They are therefore
the most interesting algorithms to compare our proposed scheduling algo-
rithms to. Furthermore, because of its improved fairness and simple imple-
mentation, the SB rule serves as inspiration for our proposed score based
scheduling algorithm, presented in Section 7.4.2.

However, the presented scheduling algorithms that take into account the
channel quality, only look at the instantaneous channel qualities, whereas
the methods that we will propose utilize predictions of future channel qual-
ities. Furthermore, the algorithms presented in this chapter only schedule
the next transmission by evaluating some priority function, whereas our pro-
posed scheduling methods will utilize the predicted channel qulities in order
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to schedule multiple future transmissions, thereby enabling a more holistic
optimization.



84 5.5. SUMMARY



Chapter 6
Power-n Scheduling Criteria

We have seen that admission control and its entities operate on time-scales at
or below that of the slow fading and shadow fading. According to the long-
term variations of the channels, it shall adapt the load that the scheduler
will have to handle. We will now concretize ideas from Chapter 4, and turn
to the small-scale fading properties of the wireless channels. The aim is to
find ways for the communicating nodes to exploit them. We will assume
that we have accurate channel quality predictions that in advance allow us
to evaluate the benefit of assigning a specific channel resource to serve a
client.

The choice of criterion is an issue for the network operator and its policies.
It encompasses decisions on fairness and service requirements for different
traffic classes. We will start from a rather general criterion for schedule
optimization in (6.1), then elaborate on a special case of it, namely the
quadratic critetrion (6.2). In order to create an on-line scheduling algo-
rithm, we shall derive approximations to the minimization of the quadratic
criterion, namely two variants of a linear approximation, that allow us to
implement fast algorithms for finding near-optimum soultions. An impor-
tant step in the algorithmic simplification will be a change of variables that
allows the optimization to be performed individually for each resource bin.

Assuming that we have an admission control algorithm that shapes the
offered traffic so that we have an output buffer with a controlled inflow rate,
a reasonable criterion to minimize by the scheduler would be:

J =
U∑

u=1

Pu|ru − au|n (6.1)
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In (6.1), au is the amount of scheduled data blocks per client u, and ru is the
required amount of data blocks per client (the amount of queueing tokens1

in the output buffer). The values au are constrained by the capacity matrix
C, c.f. Definition 4.1 and presented in Figure 4.1, via the scheduling decision
vector d.

Before we proceed, recall from Chapter 2 that the pricing models used
for each client will cause the admssion policy (AP) to set token rate limits,
and for delay sensitive clients, also token bucket level targets, for the service
level controller (SLC) to uphold for each client. The SLC will then strive to
attain the bucket target levels by increasing or decreasing the token rates,
within the limits set by the AP, into the buckets. The token bucket level
attained after each SLC control action is ru. It here represents the required
amount of data to be served for each client.

We thus have a cascade controller with three loops, where the inner loop
is governed by the scheduler, based on the bucket levels, ru, provided by the
SLC. This chapter, and the next, will focus on this inner loop.

Proceeding with the criterion (6.1) we note that it is a function of the
amount of data tokens left in the output buffers after the scheduling decision
has been executed. By adjusting the exponent n > 0 and the weighting
factors Pu ≥ 0 we can control how the different buffer levels are affected.
The use of the weighting factors Pu, and their relation to priorities (see
Definitions 6.1 and 6.2 on page 90), is discussed further in Section 6.1.1.
The term |ru − au|n acts as an internal priority function (see Definition 6.2
on page 90).

Two interesting special cases for the exponent n are n = 1, and n → ∞:

• For n = 1, the minimization of (6.1) yields a maximum throughput
policy, meaning that the level in the output buffer will not influence
the scheduling decision. Only the possible attainable throughput, due
to the channel quality, would be taken into account.

• In the asymptotic case n → ∞, the output buffer levels are dominating,
making the scheduler always choose for transmission the queues that
would minimize the largest of the buffer levels.

For othere values of n we can make the following qualitative observations:

• Values n > 1 result in a compromise between the two extremes, taking
both buffer levels and channel quality into account.

1One token corresponds to the right of transmitting one data block, that in this case is
the amount of data that a time-frequency bin can transmit when using BPSK modulation.
This relation is explained in Example 4.2 on page 61.
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• For values 0 < n < 1, we achieve a policy that would prioritize streams
with small buffer levels higher than large buffers, yielding something
similar to Shortest Job First scheduling [69].

From this discussion we conclude that (6.1) is a flexible criterion capable
of addressing both throughput and buffer levels, and at the same time ac-
count for SLC-induced external priorities. We illustrate these qualitative
properties in Example 6.1 next.

Example 6.1: Different n with equal capacities C = [c1 c2]T = [1 1]T

Let us consider a simple case where we have two clients with one output
buffer each, numbered 1 and 2. Furthermore, we have only one resource bin
that we have to assign exclusively to one of the two clients. The clients’
buffer levels are 41 and 40 for client 1 and 2 respectively. According to the
channel predicition, both clients may utilize the single channel resource at
a rate of 1 (yielding a capacity matrix C with two rows and one column
C = [1 1]T ), meaning that either client may remove one queueing item from
his buffer. It is now up to the scheduler to decide which one, using Equation
(6.1), with Pu = 1 for simplicity. Trying some different values for n we
obtain the following decisions:

• n = 1 results in (6.1) giving the values

J1 = |41 − 1|1 + |40 − 0|1 = 40 + 40 = 80

and
J2 = |41 − 0|1 + |40 − 1|1 = 41 + 39 = 80.

Since the cost function values are equal, the decision can not be done
by the internal priority, and some arbitration is necessary, by e.g.
random choice.

• n = 100 results in (6.1) giving the values

J1 = 40100 + 40100 = 0.32 · 10161

and
J2 = 41100 + 39100 = 1.9 · 10161.

Since J1 < J2, the scheduler will choose J1 which is minimal, and thus
allocate the resource to client 1. Then the decision vector will have
one element (corresponding to this particular resource bin) containing
the index to the selected client, d = [1]. The allocation vector will
have two elements (one for each client) a = [a1 a2] = [1 0].
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• n = 0.5 results in (6.1) giving the values

J1 = 400.5 + 400.5 = 12.649

and

J2 = 410.5 + 390.5 = 12.648.

Since J2 < J1, the scheduler will choose J2 which is minimal, and thus
allocate the resource bin to client 2.

We observe from Example 6.1 that if we have equal capacities and priorities
for two clients, a large exponent (n > 1) will make the scheduler select
for transmission the client with the larger buffer, whereas a small exponent
(0 < n < 1) will make the scheduler choose the client with the smaller buffer.
The choice of n will thus have a significant impact on the decisions made by
the scheduler.

In Appendix B.1 we present a discussion on requirements on a scheduling
criterion, for maintaining stable queues. As we show in Appendix B.1.1,
stability requires that n > 1 in (6.1).

For the rest of the chapter we shall focus on the use of n = 2, thereby
having a quadratic scheduling criterion. The reason for elaborating on the
quadratic criterion is that we want a qualitative scheduling behaviour be-
tween the two extreme behaviours represented by n = 1 and n → ∞. We
want the scheduler to take into account both the buffer level and the channel
quality, in order to make resource efficient scheduling decisions. Moreover,
choosing the exponent n = 2 gives us the opportunity to proceed with a very
simple implementation, in the linear approximation outlined below. Thus,
both the desired qualities in the discrimination obtained by the criterion, as
well as algorithmic complexity issues, lie behind this choice.

6.1 The Quadratic Scheduling Criterion

We hereby assume that we wish to minimize the sum of squares (n = 2) of
the remaining contents in each buffer, each squared buffer term weighted by
an arbitrary factor Pu, specific for that client u. The meaning and usage of
the weighting factor Pu will be described further in Section 6.1.1.
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With n = 2, (6.1) becomes2

J = ‖r − a‖2
P =

∑
u

Pu(ru − au)2 =
∑

u

Pu

(
ru −

∑
s

C(u, s)X(u, s)

)2

,

(6.2)
where X(u, s) is the (u, s) entry in the binary allocation matrix X for client
u at resource bin s, ru is the uth entry in the requirement vector r, that
is, client u’s required bandwidth according to the token bucket level, see
Figure 3.1 and Figure 4.1. If X(u, s) = 1, then a resource of capacity
C(u, s) is allocated to client u in bin s. Recall that C(u, s) represents the
highest possible allowed modulation level for client u in resource bin s (see
Definition 4.1 on page 58). In (6.2), the summation

∑
s

C(u, s)X(u, s) =
(
CXT

)
uu

corresponds to calculating the allocation au in (4.6) for each client u. This
is done for each client by summing the resources C(u, s)X(u, s) allocated to
that client, over all the resource bins s involved in the scheduling.

The cost function (6.2) will penalize large deviations from empty buffers.
More specifically, reducing a large buffer content with a number of bytes
will be preferred to reducing an almost empty buffer with the same amount
of bytes.

The value of the criterion J depends on au, via X, through the scheduling
decision, d. The vector d is of length S, c.f. (4.5), the number of available
resource bins, and for each resource bin s = [1, ..., S], it contains an index
representing the client u chosen to use resource bin s,

ds = u, u ∈ {1, ..., U}, s = 1, ..., S.

For example, a decision vector d = [2, 5, 3, 12] means that the four resource
bins 1, 2, 3, and 4 are allocated to client 2, 5, 3, and 12, respectively. Thus,

au(d) =
S∑

s=1

δ(u − ds) · C(u, s), u = 1, ..., U, (6.3)

where δ(x) is a unit impulse function, having the value 1 for x = 0, and
being zero otherwise.

2The special case n = 2 is also discussed in Equation (6.2) in [32].
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We may then express the criterion J as a function of d:

J(d) =
U∑

u=1

Pu(r2
u − 2ruau(d) + au(d)2). (6.4)

This is also an explicit way of describing what the scheduling is all about:
Finding the vector d that minimizes J . Thus, the scheduling decision can
be expressed as

d̂ = arg min
d

J(d)

= arg min
d

U∑
u=1

Pu(r2
u − 2ruau(d) + au(d)2). (6.5)

6.1.1 The Weighting Factor

The weighting factor Pu can be subdivided into two factors; Pui and Pue.
Pui will be used to balance the internal priority (see Definition 6.2 below)
by compensating for the average channel conditions, while the external pri-
ority Pue (see Definition 6.1 below) will reflect the delay requirements of the
different clients.

Definition 6.1: External Priority
The External Priority, Pue, defines a high-level relative importance of serv-

ing client u. It is intended to reflect the expected revenue obtained by serving
the client in the long run.

Definition 6.2: Internal Priority
The Internal Priority, Pui, defines a low-level relative importance of serv-

ing client u. It is intended to reflect a short term calculated preference of
serving a specific client with a specific resource slot.

External Priority, Pue

As a rule of thumb for handling delay requirements, we will use a larger Pue

when we strive to maintain a smaller delay for client u, thereby weighting up
that term in (6.2). When comparing alternative schedules, the scheduler will
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then find that choosing a schedule in which it allocates more resources to a
client u with a high external priority, Pue, will result in a smaller criterion
(6.2) than for the other possible schedules.

Example 6.2: External priority usage

The throughput admitted for client u by the admission control, Iu (e.g. in
megabytes per second, MB/s), times the delay of the packet that has spent
the longest time in the buffer, tu (e.g. in milliseconds), gives a value,

r̂u = Iu · tu, (6.6)

e.g. in kilobytes, that approximates the output buffer level for the data
belonging to client u (this relation is known as Little’s Law [44]).

Using Equation (6.6), we, or rather the AP, may also calculate a token
bucket level r̂u that, given the admitted rate Iu and a target delay tu, serves
as target level for the SLC, in order to accomplish the delay tu.

In order to normalize this value in the criterion, and give all clients that
require it, delays proportional to their target delays, we will select the inverse
of this target token bucket level as external priority,

Pue =
1
r̂u

. (6.7)

The unit for Pue will thus be 1/bit when dealing with bit-streams, while
it may be dimensionless in a token-based scheduler.

Remark 6.1: Target r̂ appears twice
Note that the target token bucket level r̂ will be used in two places, namely

as a reference token bucket level for the SLC, e.g. as q(t) in (3.3), and as a
weighting factor in (6.7).

Internal Priority Balancing, Pui

If a client is far from the base station, then it is likely that the predicted
average bin capacity, C̄u, is much lower for that client, than for a client near
the base station. This would make the far client have small values au in the
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criterion. For Pui we will then choose a larger value, the worse the average
channel capacity for that stream is. As a rule of thumb, Pui = 1/Cu, where
Cu is the average allocated bin capacity3, that is, the transmission rate that
a client u experiences during the time when it accesses the channel. Thus
the unit for Pui will be 1/bit, as well when dealing with bit-streams (or
dimensionless when dealing with tokens).

Remark 6.2: Pui does not prioritize
If no compensation for the average capacity is made by the service level

controller (SLC) by setting the weight Pui, a client with a bad channel would
“automatically” be compensated by its growing buffer level, ru, giving it an
increasingly large criterion value, at the expense of a longer delay. In order to
keep the buffer levels more equal, regardless of the average channel quality,
the SLC can compensate the client for this effect by assigning a higher Pui

for a client with a bad average channel. Thus, compensation with Pui should
not result in more resources being spent on client u. Instead, we will let the
SLC (see Section 3.3) handle the potential problem of increased cost for
serving client u, by adjusting the admitted rate Iu, to reflect the changed
average channel conditions.

Example 6.3: Internal priority balancing

Assume that we have a scheduler with two active sessions. One session
corresponds to a mobile client A, that resides very near the base station.
It will have a high average SNR value, and thus a high average capacity,
CAs, for all his resource bins s. The other session belongs to client B, far
from the base station, consequently having a low average capacity, CBs, for
all his resource bins s. To compensate client B for his bad average channel
conditions, we will use PBi > PAi, weighting up the term for client B in
(6.2). On average, we aim at

PAi · CA = PBi · CB

in order to maintain equal buffer levels. The consequence of not compensat-
ing client B, would be that the queue (rB in Equation (6.2)) corresponding
to client B’s session would grow until the queue size (or the output buffer
level) would compensate for the bad channel, thereby increasing the delay

3The average allocated bin capacity Cu is defined in Definition 4.3 on page 59.
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for client B. Since we wish to design a system that offers certain services
according to SLA:s, we do not want the channel quality fluctuations to di-
rectly influence the service quality. Therefore, the SLC compensates client
B with PBi in order to balance the services.

An alternative or complementary way to also compensate the system, in-
stead of just compensating the client, is to admit a lower data (or token)
rate Iu to a client with a bad average channel. Doing this alongside with the
client compensation described above, we would assure that the compensated
client does not use much more resources than other clients with better av-
erage channels. By letting the SLC choose a combination of rate reduction
and average channel compensation, the operator can trade system capacity
for client delay and throughput.

Example 6.4: Combining external priority Pue with internal priority bal-
ancing Pui

Having a balanced internal priority, using Pui, the scheduler will work
towards minimizing the buffer levels for all clients, while keeping the buffer
levels equal. Introducing the external priority Pue from (6.7), will then result
in a criterion that will promote schedules that

1. allocate resources to efficiently serve the clients (because of the internal
priority),

2. disregard long-term inequalities between different channels (because
of Pui), and

3. maintain proportional delays according to the requirements (because
of Pue).

A properly weighted scheduling criterion, J , reflects how well the sched-
uler is currently performing. By properly weighting the contributions from
the different streams to the criterion, we can monitor whether the delays
required by the SLA:s are maintained or broken. We can design control
laws, based on the criterion (6.2), for the admission control algorithm to
take action in order to make it possible for the scheduler to fulfill the delay
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requirements in the SLA:s. An increasing value of J indicates that the cur-
rent load is increasing (or that the transmission capacity is decreasing), and
the admission algorithm must adjust the offered work load mix. In other
words, the criterion value is an indirect measure of the queueing delay, and
the service level controller can regulate this by adjusting the input flows.

6.2 Linearization of the Quadratic Criterion

The terms r2
u in (6.5) will not affect which d minimizes the sum, since they

are independent of d. Therefore we can remove these terms from the sum
in (6.5) without loss of generality:

d̂ = arg min
d

J(d)

= arg min
d

U∑
u=1

Pu(−2ruau(d) + au(d)2). (6.8)

Now, examining equation (6.8), keeping in mind that J(d) is monotonically
decreasing with an increasing au when au ≤ ru and that au ≥ 0, we can
perform the following approximation: Replace one au in the last term of
each paranthesis by ru on the interval 0 ≤ au ≤ ru,

d̂ = arg min
d

J(d)

= arg min
d

U∑
u=1

Pu(−2ruau(d) + au(d)2)

≈ arg min
d

U∑
u=1

Pu(−2ruau(d) + ruau(d))

= arg min
d

U∑
u=1

−Puruau(d) (6.9)

= arg max
d

U∑
u=1

Puruau(d). (6.10)

This linearization will mostly maintain the discrimination in d since the sum
in (6.9) is also monotonically decreasing with au in the interval 0 ≤ au ≤ ru.
There will be a region around the decision boundary where the approxima-
tion will not yield the optimal result (the minimum will be attained for a
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different set of au, thus a different set d will be indicated by (6.9)). This
will be illustrated in Section 6.3.1 below.

The meaning of au ≥ 0 is that no client can receive a negative bandwidth,
which makes sense. The restriction on au not being greater than ru means
that no data flow must ever be allocated more bandwidth than its output
buffer can fill up. This is a requirement for the approximation to maintain
the monotonicity from the original equation (6.5). However, analyzing this
further, we will realize that this upper limit will only be reached when buffers
are being completely drained. Therefore the possible non-optimality of the
resulting decision vector due to the limits on au is not a major issue.

The result (6.10) is still not very useful, since we need to find the d that
maximizes the sum

∑U
u=1 Puruau(d), and all the au depend on each other

through the decision vector d. Changing one element in d will change the
value of two elements in the allocation vector a. However, examining the
structure of the capacity matrix C, we will see that a change of variables
will help us considerably. Since au is the per-flow sum over the resource bins
of the allocated capacity from C, and ds = u, u ∈ {1, ..., U}, s = 1, ..., S (see
(6.3)) we may as well express the sum (6.10) in the following way:

U∑
u=1

Puruau(d) =
S∑

s=1

PdsrdsC(ds, s) (6.11)

By expressing the sum in this way, it becomes possible to maximize the sum
by simply maximizing each term independently. This can be done since for
each resource bin s we can choose the PuruC(u, s) that is maximum over
the client data flows u, that is

d̂s = arg max
u

(PuruC(u, s)) , s = 1, ..., S, (6.12)

which is very simple to do. No corresponding algorithmic simplifications
seems possible for the original quadratic criterion.

Criteria used by other scheduling algorithms, similar to (6.12), are pre-
sented in Section 5.4.2 and [67, 4, 5, 6]. However, they use other, but
intuitively almost equivalent, measures for discriminating between clients.

6.2.1 Alternative Derivation 1: Differentiation

The same result as obtained in (6.12) can be derived by differentiation of
the cost function J , with respect to the buffer levels ru. Start from the
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expression for the quadratic cost function with no allocations (au = 0)

J =
U∑

u=1

Pur2
u. (6.13)

Differentiate (6.13) with respect to ru,

δJ(u)

δru
= 2Puru, , u = 1, ..., U. (6.14)

If infinitisimally small changes δru of the buffer levels could be realized, they
would thus result in

δJ(u) = 2Puruδru, , u = 1, ..., U. (6.15)

For a finite, realizable, variation −∆ru = au, which represents a decrease
in buffer level due to a whole resource bin being assigned to client u, we
therefore obtain

∆J(u) ≈ −2Puru∆ru = 2Puruau, , u = 1, ..., U. (6.16)

Looking at one slot at the time, we would assign the slot to the stream u
that would minimize ∆J , or maximize −∆J , in the current slot, thereby
(approximately) performing the largest possible reduction of J in (6.13).

6.2.2 Alternative Derivation 2: Taylor expansion

Again regard J in (6.13) as a function of the buffer levels ru, u = 1, ..., U .
The current buffer levels are denoted ru0, whereas the buffer levels after
executing the scheduling decision are denoted ru1. We will now make a first
order Taylor expansion around ru = ru0, and evaluate it in ru = ru1.

The first order Taylor expansion of f(x) around x = b is given by:

f(x) ≈ f(b) + f ′(x)|x=b(x − b) (6.17)

Applying this on our criterion J in (6.13) gives

J(x) ≈
U∑

u=1

Pu · b2 + 2
U∑

u=1

Pu · b · (x − b)

J(ru1) ≈
U∑

u=1

Pur2
u0 +

U∑
u=1

2Puru0(ru1 − ru0)

=
U∑

u=1

Pur2
u0 −

U∑
u=1

2Puru0au. (6.18)
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From (6.18) we observe that in order to minimize J(ru1) we should maxi-
mize

U∑
u=1

Puru0au,

which brings us back to (6.10), from where we can apply the same reasoning
to arrive at (6.12).

6.3 Algorithms based on the Quadratic Criterion

The algorithms described here are based on the quadratic criterion (6.2)
presented in Section 6.1, using its linear approximation from (6.12). Namely,
we define two algorithms, one with an intermediate update of the buffer
level, and one without. Moreover, we present a search based algorithm in
Section 6.3.4, that explicitly uses the quadratic criterion (6.2). First, we
motivate the development of two alternative algorithms based on the linear
approximation.

6.3.1 Motivation of Different Linear Algorithms

Figure 6.1 illustrates how a linear approximation (6.12) of the quadratic
criterion (6.2) would affect one term in the linear criterion function as com-
pared to the quadratic criterion.
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Figure 6.1: Illustration for two buffers with different weighting factors Pu. The
linear approximation in each term results in deviations from the exact criterion,
but discrimination properties remain for reasonable allocation sizes.
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Allocating a single resource bin to a stream based on this linear approxima-
tion would result in suboptimal scheduling decisions only in some rare cases
where the discriminations between the quadratic and the linear functions
yield different decisions.

However, when scheduling a large number of resource bins simultaneously,
over few clients, the scheduled decision may lead to a larger deviation from
the optimal one if care is not taken (see Figure 6.2). This happens since
the amount of resources allocated to each client may become large, thereby
making the sum of the linear functions deviate more from the quadratic
curvature of the original criterion function. This may be avoided by regu-
larly “calibrating” the linear criterion function with the actual buffer level
(see Figure 6.3), making the linear functions obtain their gradient from the
original quadratic function.
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Figure 6.2: If the allocation size be-
comes large for one client, then the de-
viation of the linear approximation from
the quadratic criterion tends to increase.
In this case the candidate allocation was
8 (4+4) for both buffers. This approxi-
mation is used in the MAXR algorithm,
described later in Section 6.3.2.
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Figure 6.3: The deviation of the lin-
ear approximation from the quadratic
criterion is kept small if the linear ap-
proximation is updated regularly, i.e.
the buffer size that dictates the gradi-
ent of the linear approximation is up-
dated to use the new gradient. The can-
didate allocation was 8 (4+4) for both
buffers. This approximation is used in
the ITER algorithm, described later in
Section 6.3.3.

Thus, we see that it may be motivated with two alternative algorithms
based on the linear approximation (6.12), in order to allow for a simpler ap-
proach (MAXR) when there are relatively many active clients, while we may
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use the more accurate, but more computationally demanding approximation
(ITER), when fewer clients are active.

6.3.2 Non-updated Linear Algorithm (MAXR)

MAXR4 uses the non-updated linear approximation from Figure 6.2.

1. For each resource bin s and client u, calculate the approximate con-
tribution ∆Jus from (6.12) to reduce the cost function (6.2):

∆Jus = Pu · ru · C(u, s), s = 1...S, u = 1...U

2. Allocate each bin s to the client u with the largest contribution ∆Jus

(ties are broken randomly) to reduce the cost function (6.2)

ds = û = arg max
u

∆Jus, s = 1...S

The computational complexity for MAXR is summarized in Table 6.1 in
terms of number of required operations to schedule U clients on S resource
bins.

Operation Count Iterations Complexity Total
Pur = Pu · ru U 1 1 U
∆Jus = Pur · C(u, s) U · S 1 1 U · S
maxu ∆Jus S 1 U U · S
Total U + 2US

Table 6.1: Number of operations for the MAXR algorithm. The column “Count”
refers to the number of times the operation occurs in one iteration, “Iterations”
refers to the number of iterations until the final result is obtained, and “Complexity”
refers to the (approximative) computational complexity of one operation.

6.3.3 Updated Linear Algorithm (ITER)

ITER5 uses the updated linear approximation from Figure 6.3.
4“MAX” comes from the fact that we simply choose the maximum element in an array,

whereas “R” is appended since we choose randomly among the maximum elements when
it is not unique.

5“ITER” is a suitable name for this algorithm since the method iterates over the
resource bins, updating the requirement vector after each resource bin allocation. “R”
refers to that ties are broken randomly.
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1. For each client u, calculate the approximate contribution to mini-
mize the cost function (6.2), by multiplying each client u’s best rate,
maxs∈S C(u, s), with its respective output buffer level ru and its weight-
ing factor Pu:

∆Ju = Pu · ru · max
s∈S0

(C(u, s)), u = 1...U,

where
S0 = {1, ..., S}.

The bin index to each client u’s best rate in the capacity matrix C is
su, given by:

su = arg max
s∈S0

(C(u, s)), s ∈ S0, u = 1...U

2. Find the client û that attains the highest ∆Ju in any bin (ties are
broken randomly). Allocate this bin to client û, and denote it sû:

dsû
= û = arg max

u
∆Ju

3. Remove bin sû from the competition:

Sn = Sn−1 \ sû,

where A\ a denotes that item a is removed from the set A.

4. Update client û’s output buffer level according to its recent allocation
and recalculate its contribution with its next best bin capacity and
weighting factor:

∆Jû = Pû · (rû − C(dsû
, sû)) · max

s∈Sn

(C(û, s))

5. Recalculate the contribution for the other clients ũ that also had the
bin sû = arg maxs(C(u, s)) = sũ as their best candidate:

∆Jũ = Pũ · rũ · max
s∈Sn

(C(ũ, s))

6. Goto 2 until all bins s have been allocated to a client u.
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Operation Count Iterations Complexity Total
Pur = Pu · ru U 1 1 U
Cu = maxs C(u, s) U 1 S U · S
Cû = maxs Cûs µ S S/2 µS2

2
∆Ju = Pur · Cu U S 1 U · S
maxu ∆Ju 1 S U U · S
Pûr = Pû(rû − Cûs) 1 S 2 2S
Total U + 3US +

µS2

2 + 2S

Table 6.2: Number of operations for the ITER algorithm. Here, 1 ≤ µ ≤ U equals
the number of clients ũ, that also had bin sû as their best candidate resource bin.

The difference betwen MAXR and ITER is in the recalculation of the output
buffer levels (token bucket levels) in step 4. With this step we come closer to
the quadratic function, which can be seen in Section 6.2.2, since we evaluate
the approximation of J in a point closer to the point of the Taylor expansion.

The computational complexity for ITER is summarized in Table 6.2 in
terms of number of required operations to schedule U clients on S resource
bins. It is clear that the additional accuracy of the ITER algorithm comes
at an increased computational cost, which is US + µS2

2 + 2S.

6.3.4 Controlled Steepest Descent (CSD)

CSD6 utilizes the criterion (6.2) directly for evaluation of the instantaneous
cost function. By creating candidate schedules, re-allocating one time-slot
at a time, then committing the best candidate re-allocation (the transaction
that results in the smallest (6.2)) we hope to find a near-optimal sched-
ule: The algorithm is initialized with the schedule provided by the ITER
algorithm, from Section 6.3.3. The ITER algorithm was chosen, since it
comes close to the CSD solution, thereby keeping the number of relatively
complex CSD steps small. An alternative initial guess could be given by
the MAXR algorithm, but that would require a longer search path with the
CSD algorithm.

1. Iterate for each resource bin (S resource bins)

6“Controlled” refers to the procedure where we evaluate all alternative one-step changes
to the candidate solutions, and then select the alternative that reduces (6.2) the most.
Thus, there is no gradient involved, since we explicitly test all solutions that are one step
away.
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(a) Evaluate the reduction of (6.2), when an assigned resource bin is
taken from the assigned client (one re-evaluation of one term in
(6.2)), and given to each of the other clients (U −1 re-evaluations
of one term in (6.2))

2. After all the possible one-step transactions have been evaluated, the
one resulting in the the smallest (6.2) is executed.

3. Iterate the procedure, until no decrease in (6.2) is accomplished.

The computational complexity for the CSD algorithm is presented in Ta-
ble 6.3 in terms of the number of required operations in order to perform
one step in the CSD algorithm. The number of steps until CSD converges

Operation Count Iterations Complexity Total
Juŝ = Jus − (ru −au)2 +
(ru − (au − C(u, ŝ)))2

1 S 7 7S

Jjŝ = Juŝ − (rj − aj)2 +
(rj − (aj + C(j, ŝ)))2

U − 1 S 7 7S · (U − 1)

maxj maxŝ Jjŝ 1 1 U · S U · S
Total 8US

Table 6.3: Number of operations for the CSD algorithm in each step, after having
run the ITER algorithm to find the initial point. The number of required steps for
convergence depends on the intial point from where the CSD starts improving the
schedule. The number of steps is bounded by US, but has not exceeded S in any
simulation, when starting from the soultion found by the ITER algorithm.

depends on the initial point, but it is bounded by US (including evaluation
of the initial point), thus, the worst case for its complexity is 8U 2S2. In
none of the cases tested in the simulations, did the number of steps exceed
S, suggesting that a more reasonable total complexity estimate is ≤ 8US2

6.3.5 Summary of Computational Complexity

In Figure 6.4 we summarize the findings in Tables 6.1 to 6.3, by assigning
values to the variables U and S and calculating 10 · log10 (f(U, S)), where

f(U, S) =




U + 2US for MAXR
U + 3US + S2 + 2S for ITER
8US2 for CSD

(6.19)



CHAPTER 6. POWER-N SCHEDULING CRITERIA 103

Thus, we have assumed that the CSD algorithm takes S steps to converge,
and also disregarded the complexity required for finding the initial schedule.
Furthermore, we used µ = 2 for the ITER algorithm. We find that the
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Figure 6.4: Comparison of the computational complexity for the three outlined
algorithms. The complexity is represented as 10 log10(f(U, S)), where f(U, S) is
given in Equation (6.19).

MAXR is the least complex of all three in all cases. Furthermore, the dif-
ference between ITER and MAXR depends more on S than on U , which is
a nice feature since it is more probable that the number of clients will vary,
than the number of available resource bins. It is also clear that the CSD
algorithm is several orders of magnitude more computationally demanding
than the other two.

Example 6.5: A 100 MIPS processor for scheduling

Using a 100 MIPS processor and requiring a new schedule every 0.667 ms,
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we may allow a computational complexity of 48 on the z-axis of Figure 6.4.
This qualifies CSD as a possible algorithm for smaller schedules. For S =
25, CSD would be able to handle U = 13 clients. However, using the
MAXR algorithm, that in the largest considered schedule (S = 50 and
U = 30) has a computational complexity of 35, the margin up to 48 is 13,
therefore allowing one 100 MIPS processor to handle 213/3 > 20 parallel such
schedules. The corresponding value for the ITER algorithm is 2(48−39)/3 = 8
parallel schedules.

6.3.6 Deviations from Optimum by the Approximations

The linear approximation provides an attractive simplification of the opti-
mization task, though it may not always result in the same decision as the
original criterion. In Section 6.3.1 we motivated the use of two different
algorithms based on the linear approximation (6.12). In this section we will
compare their scheduling performance and compare them to the optimal
schedule according to (6.2), found by an exhaustive search.

In the following we have explored a large number of cases for a rather
small scheduling problem: Two clients to be scheduled for three resource
bins. In Figure 6.5 below we have compared the optimal solutions, with
the ones found by the two different linear approximations, MAXR from
Section 6.3.2 (left part of Figure 6.5), and ITER from Section 6.3.3 (right
part of Figure 6.5). In Figure 6.6 we have compared the optimal solutions
with the ones found by the serach based method, CSD from Section 6.3.4.

The calculations have been done as follows:

• We have a scheduling problem with two clients u ∈ {1, 2} and three
resource bins s = 1, 2, 3. The two clients will be scheduled to use the
three bins according to their requirements ru and their bin capacities
C(u, s).

• The buffer levels ru are represented in the figures, and they can most
easily be recognized in Figure 6.7, where we have a blow-up of a part
of Figure 6.5. In Figure 6.7, the ru are represented along both axes,
one for each client u, on all four plots:

– r1 along the horizontal axis, ranging from r1 = 1 to r1 = 30.

– r2 along the vertical axis, ranging from r2 = 1 to r2 = 30.
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The buffer level values are looped through, from ru = 1 to ru = 30, in
order to evaluate the scheduling method for all these cases.

• The bin capacities for the two clients in the three resource bins are
also partly represented in the figures.

– For client number 1, the bin capacity is 4, in all three resource
bins, which is not represented in the figures: C(1, 1) = C(1, 2) =
C(1, 3) = 4

– For client number 2, the bin capacity in resource bin 3 is always
7, which is also not represented in the figures: C(2, 3) = 7

– However, for client number 2, resource bins 1 and 2 are repre-
sented in Figure 6.5: C(2, 1) along the horizontal axis, and C(2, 2)
along the vertical axis, in all four plots.

The bin capacity values are looped through, from C(2, 1) = 0 to
C(2, 1) = 7, and from C(2, 2) = 0 to C(2, 2) = 7, for each combi-
nation of r1 and r2 above.

• The colours in the graphs represent the difference between the optimal
solution using (6.2), and its approximations. The values presented
have been calculated for each point in the graphs by:

1. Computing the optimal solution, using an exhaustive search with
the quadratic criterion (6.2).

2. Finding the approximate solution using one of the suggested al-
gorithms.

3. Finding the difference in criterion value by:

(a) Evaluating the optimal solution using (6.2).
(b) Evaluating the approximate solution using (6.2).
(c) Computing the difference between them and present the value

in the upper graphs.

and

4. Finding the difference in the decision vector by:

(a) Computing the decision resulting from the optimal solution
and the decision resulting from the approximate solution.

(b) Counting the number of resource bins in which they disagree
and present the value in the lower graphs.
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– The upper left graph in Figure 6.5 shows the comparison of the
exact criterion value with the non-updated approximation.

– The upper right graph in Figure 6.5 shows the comparison of the
exact criterion value with the updated approximation.

– The lower left graph in Figure 6.5 shows the comparison of the
decision vector according to the exact criterion with the non-
updated approximation.

– The lower right graph in Figure 6.5 shows the comparison of the
decision vector according to the exact criterion with the updated
approximation.

In short, white is good and black is bad. The darker the colour,
the bigger the difference. Thus, a dark spot in the upper left graph
in Figure 6.5, means that there is a big difference in criterion value
between the exact solution (minimal J) and the solution found with
the non-updated approximation. Furthermore, the position of the dark
spot defines the values of r1, r2, C(2, 1), and C(2, 2), yielding that
solution. (The other values, C(1, 1), C(1, 2), C(1, 3), and C(2, 3), are
constant and given above.)

Observation 6.1: ITER is more accurate than MAXR
Figure 6.5 indicates that the updated linear approximation results in a

decision more in line with the quadratic criterion, than the non-updated.

Observation 6.2: 26.0% of CSD scheduling decisions disagree with opti-
mal decisions

The CSD algorithm disagrees from optimum in only 26.0% of the schedul-
ing decisions. However, the criterion value difference is zero for most of
the cases, so the decisions are still optimal (the optimal solutions are not
unique). The corresponding number is 36.3% for the ITER algorithm, and
38.1% for the MAXR algorithm.

To sum up the analysis of the performance of the linear approximations,
we conclude that the ITER and CSD algorithms clearly show much better
performance than the MAXR algorithm. This is particularly clear when
comparing the differences between the resulting criterion values from the
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Figure 6.5: The two top graphs illustrate how much the quadratic criterion values
differ from the optimal when using the two linear approximations. The darker the
color, the greater the difference (white means identical). The left one is for the
case when the buffer level is not updated between each slot allocation (the MAXR
algorithm), while the right one enjoys an update of the buffer level (the gradient in
the linear criterion) between each slot allocation (the ITER algorithm). The two
lower graphs show the corresponding difference in the decision (which stream is
allocated which slot) between the quadratic criterion and the two respective linear
approximation versions. White color means identical decisions (zero difference),
while the darker colors indicate difference in one, two, or three slots (light gray,
dark gray, and black) respectively. The position for each colored pixel indicates
the channel conditions and the buffer level status as follows: Bin capacities: The
labels on the x- and y-axes indicate the possible transmission rate for stream 2 in
slot 1 and 2 respectively. The transmission rate for stream 2 in slot 3 is always 7
(maximum). The transmission rates for stream 1 are all 4 for all three slots. Buffer
level: Within each channel status field, the two streams’ buffers initial levels are
varied from 1 to 30 along the x- and y-axes. The small squares show the position
of the blow-ups in Figure 6.7

algortihms. MAXR shows large deviations from the optimum in many cases,
and they become larger as the difference in bin capacities between the two
users, grows. With this in mind, we will prefer to utilize ITER and CSD. In
the cases where we do use MAXR, as we will in Chapter 8, we will have to
pay attention to its inferior performance, in the quadratic criterion sense.
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Figure 6.6: For comparison, also the resulting differences for the Controlled
Steepest Descent algorithm are presented. Clearly, it is better than MAXR and
ITER at approximating the quadratic criterion, which is not surprising, since
CSD starts to search for improved schedules from the ITER solution.

6.4 Summary

We have presented a general criterion (6.1) for resource scheduling, that
takes service requirements and price model parameters, as well as channel
properties, into account. We chose to elaborate on a special case of (6.1),
namely the quadratic criterion (6.2). Based on this criterion, we developed a
linear approximation that considerably simplifies the (sub-) optimization of
the resource utilization schedule. We proposed two algorithms of different
complexity and performance, based on this approximation, making them
adequate for on-line usage. Furthermore, we also proposed a more complex,
search-based algorithm, that enjoys better performance, since it utilizes the
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Figure 6.7: Local blow-ups of the red-marked regions in the graphs in Figure 6.5,
respectively. The axes have values between 1 and 30, which indicate the initial
buffer levels for the two streams, before scheduling. The darkness of each pixel
indicates the difference in the quadratic criterion, from the optimal, using the two
different linear approximations. For the two top images, the darker the color, the
greater the difference. In the two lower images, white color means identical decisions
(zero difference), while the darker colors indicate difference in one, two, or three
slots (light gray, dark gray, and black) respectively.

original quadratic criterion.
We found that the ITER algorithm possesses both acceptable performance

and low-enough complexity, to be a candidate for implementation in a real
multi-user link scheduler. In the case study, in Chapter 9, we will evalu-
ate the ITER algorithm in more realistic and complex cases than the ones
pursued in this chapter.
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Chapter 7
Probability based Scheduling
Criteria

The quadratic criterion and its approximations are examples of criteria that
can be used in order to obtain a relevant discrimination between different
data flows for the scheduler. Its idea is to select channel resources to serve
the buffers, where they make the most benefit in a quadratic sense. The
quadratic criterion has some attractive advantages, such as maintaining rel-
ative buffer sizes, or delays, between different flows, according to their service
requirements. However, sometimes the relative nature of this approach may
not suffice. There are services that require low jitter, that is, small varia-
tions in the experienced delay. For these classes, the quadratic criterion is
not well suited, since it does not impose any absolute requirements on the
buffer levels. 1

In this chapter we will elaborate on criteria that involve probabilities.
More specifically we will try to explicitly minimize the probability of failing
to meet the service requirements, while maximizing the probability of utiliz-
ing the channel resources as efficiently as possible, all in order to maximize
the revenue for the operator.

A different way to regard the scheduling problem, than the previously dis-
cussed quadratic criteron, is by studying each individual client, its demands,
and its channel resources separately:

1Note that we discuss in terms of buffer levels, since we assume that the admission con-
trol maintains rather constant, or at least controlled, input rates into the output buffers.
This is to avoid the necessity of a timer that keeps track of the time each data packet has
spent in the buffer.
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• The channels that the different streams have to their potential disposal
are characterized by certain statistical properties, such as a slowly
varying average SNR, a fast variability around this average in time
and frequency, and the magnitude of this varability. These properties
may be estimated and utilized in scheduling. Based on historical es-
timated or predicted data, we can estimate a statistical distribution
that describes the average SNR and its variability. By comparing each
predicted channel SNR to the estimated distribution, we can obtain a
probability for obtaining a better SNR value in the near future. If this
probability is low, we should take the opportunity to use the current
resource.

• We may regard the buffered data in a similar way. If we assume that
queued data is served at a constant rate, then the buffer level can be
deterministically mapped to a queueing delay. However, the service
rate will vary due to the decisions made by the scheduler. Still, we may
be able to create a statistical distribution of the service rate. Using
this statistical distribution, we can map the current buffer level to a
probability of the last packet being served timely. If this probability is
low, then we should try to increase it by properly serving that queue.

Given that we have the two probability distributions mentioned above, can
we create criteria and scheduling strategies that

• maximize the probability of serving a critical queue with a good chan-
nel resource?

• minimize the probability of breaching a delay requirement?

• do one or the other jointly for all clients?

This chapter presents algorithms that have been constructed with these aims
in mind.

Remark 7.1: Throughput requirements are controlled by SLC
It is worth noting that we will let the scheduler handle delay requirements,

whereas the throughput requirements will be handled by the service level
controller (see Section 3.3), through the admitted service rates. The sched-
uler will then make decisions that efficiently utilize the channel resources,
while maintaining reasonable buffer levels. 2

2Naturally, the SLC and the scheduler need to cooperate, since SLC must ensure that
the throughput requirements are feasible with the available resources.
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7.1 Probability of Service Failure

If future3 service (data transmission) rates would be known, then we could
determine the time each data packet would spend in the queue, and thereby
have control of the queueing delay. Unfortunately, the transmission rates de-
pend on future capacity fluctuations, service demand variations, and sched-
uler decisions. However, we may look at historical data and, through statis-
tical models, find measures of the urgency of serving a particular queue u.

The concept of service failure is developed below, where we consider the
delay requirements for different clients. However, we may expand this rea-
soning to include other service parameters, such as jitter, which we will do
in the following section.

7.1.1 Delay Requirements

We will need to define the transmission rate and the required transmission
rate in order to proceed with the service failure probabilities.

Definition 7.1: Transmission rate Ru(t)
The transmission rate Ru(t) for queue u at time t, is the amount of data

transmitted from queue u, during scheduling round t.

In most cases, Ru(t) equals the components in the allocation vector, au, of
scheduling round t. However, when a buffer runs empty (au ≥ ru), then au ≥
Ru(t), since the allocation au could not be entirely utilized. Knowing the
transmission rate Ru(t) for all t0 ≤ t ≤ t1, we may introduce the following
definition:

Definition 7.2: Achieved transmission Bu(t0, t1)

Bu(t0, t1) =
t1∑

t=t0

Ru(t) (7.1)

is the achieved transmission, or, amount of data (number of bytes or tokens)
drained from queue u in the time interval

t0 ≤ t ≤ t1.

3We here refer to horizons of tens to hundreds of milliseconds, thus out of the scope
for a scheduler operating in a wireless communication system.
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We may use the inverse of relation (7.1) in order to estimate the required
transmission rate R̃u for queue u, in order to achieve a transmission of
Bu(t0, t1) bytes, or tokens, within the time interval t0 < t < t1.

Definition 7.3: Required transmission rate R̃u, and time to live Tu

The required transmission rate is the constant transmission rate, R̃u, re-
quired for draining queue u, with level Bu, in a time interval of length
Tu = t1 − t0. It is given by

R̃u =
Bu

Tu
. (7.2)

Here, Tu is said to be the time to live for the queueing data at queue level
Bu.

Remark 7.2: Target delay of recently inserted packet
For a recently inserted data packet, Tu in Definition 7.3 equals the target

delay for the service class to which queue u belongs.

We may collect statistics of Ru(t) (Definition 7.1 above) and find a proba-
bility distribution fRu(t, r) for the random variable Ru, representing trans-
mission rate (that may be time-varying), in order to calculate the probabil-
ity,

P (Ru ≤ x) = FRu(t, x) =
∫ x

0
fRu(t, r)dr, (7.3)

of obtaining transmission rate Ru = x or less.

Definition 7.4: (Individual) failure probability P F
u and success probability

PS
u

The failure probability for client u, is

PF
u = P (Ru ≤ R̃u) = FRu(t, R̃u) =

∫ R̃u

0
fRu(t, r)dr, (7.4)

The success probability is the complement of the failure probability:

PS
u = 1 − PF

u (7.5)
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Remark 7.3: Failure probability and target delay

Equation (7.4) gives the probability of not being able to serve a data packet
of client u within its time to live, Tu.

It is understood in the equations (7.3)-(7.5) that the probabilities and the
distributions may be time-varying.

Observation 7.1: Estimation of service rate probability distribution

The CDF FRu(t, x) in (7.3) can be obtained from a sliding window of
previously achieved transmission rates

Ru(τ), t − T ≤ τ ≤ t.

A cumulative distribution function (CDF) may be represented in a multitude
of forms. One way is to assume some distibution function, and then estimate
its parameters. Another way is by histogram methods. A third way, which
we will expound on in Section 7.4.2, uses a sorted list of historical data.
Bayesian methods for constructing histograms that represent PDF:s and
CDF:s, using Laplace rule of succession, have recently been developed in
[48].

Before we proceed, some reflections on scheduling delay sensitive clients,
are in place (see also Figure 7.1):

• The required transmission rate, after a scheduling decision, is desired
to be as small as possible for each client, in order to minimize the
failure probability (7.4).

• Each resource allocation contributes to reducing the remaining re-
quired rate, and thus to reducing the failure probability.

For best effort services, that may not have any explicit delay requirements,
their service failure probabilities can be set to a client-dependent, fixed,
low value. That value reflects the revenue that is generated by serving
them, as compared to serving clients with delay requirements, and other
best effort clients. This value can be seen as a threshold meaning that failure
probabilities below that value are not urgent. For other data services, it must
be noted that data transmission services, for carrying transport protocols
such as TCP, are sometimes named “best effort”, even though they implicitly
assume some limited delay for the transmission to be meaningful. These
types of services should specify explicit delay requirements, and be priced
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Figure 7.1: The failure probability for a delay constrained client, given its trans-
mission rate PDF. The lower the required rate, the lower the failure probability. A
resource allocation reduces the remaining required rate.

accordingly, in the SLA:s, in order to be handled correctly by the scheduler
and the admission control.

Next we define the overall failure probability.

Definition 7.5: Overall failure probability PF and success probability PS

With overall failure probability, PF , is meant the probability for failing
with at least one client, which in turn is the complement to the probability
of not failing with any client:

PF = P (Failure)
= 1 − P (Not failing with any client)
= 1 − P (Success 1 ∩ Success 2 ∩ ... ∩ Success U) (7.6)

The overall success probability PS is the complement of the overall failure
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probability PF ,
PS = 1 − PF . (7.7)

The maximization of the overall success probability would be a combina-
torial problem that does not have a simple solution, since it includes the
channel properties (transmission capacities) implicitly. In this sense it is
similar to the original quadratic criterion (6.2) of Section 6.1. However, we
shall aim for approximations that perform well enough. The first step we
have already prepared for: We are not considering a maximization of the
overall success probability PS . We will here instead focus on the individual
failure probabilities P F

u , as indicators of the urgency of serving a particular
client u.

Remark 7.4: Queue stability not guaranteed
Since the function of the buffer level, in this case the failure probability,

0 ≤ PF
u ≤ 1, is a bounded function, the resulting scheduling strategies will

not enjoy the stability properties outlined in Appendix B.1. Therefore, it
is important for the service level controller to monitor the buffer levels and
adapt the admitted rates accordingly.

The second step includes looking at how the channel properties can be taken
into account explicitly in the allocation, since we do not want to waste
low quality resources on urgent clients, if we expect the resource quality to
improve for those clients in the near future.

Before we proceed to discuss resources, we indicate how to include also
jitter requirements into the service failure probability.

7.1.2 Jitter Requirements

We introduced the delay requirements, and the probability to fulfill them, by
defining the required rate R̃u in terms of the buffer level Bu and the target
delay Tu. Let us in the same way introduce the maximum and minimum
required rates R̃u and R̃u, respectively:

Definition 7.6: Maximum and minimum required rates, R̃u and R̃u

Let Tu denote the target delay for client u. Furthermore, let tu > 0 denote
the acceptable jitter for client u, so that

Tu − tu/2 < Tu < Tu + tu/2.
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For a given output buffer level, Bu, define the maximum required rate as

R̃u =
Bu

Tu − tu/2
, (7.8)

and the minimum required rate as

R̃u =
Bu

Tu + tu/2
. (7.9)

We may still collect statistics of Ru(t) (Definition 7.1 above) and find a
probability distribution fRu(t, r) (that may be time-varying), in order to
calculate the probability,

P (x ≤ Ru ≤ y) =
∫ y

x
fRu(t, r)dr, (7.10)

of obtaining transmission rate x ≤ Ru ≤ y. The success probability for client
u in terms of these new service requirements (limited jitter), is obtained by
setting x in (7.10) equal to R̃u, and y = R̃u from Definition 7.6.

P
Sj
u = P (R̃u ≤ Ru ≤ R̃u) =

∫ R̃u

R̃u

fRu(t, r)dr, (7.11)

In Figure 7.2 we illustrate two interesting scheduling cases involving jitter.
By studying (7.11) and Figure 7.2 we observe that there may be a threshold
where additional resource allocations to a client actually reduces its success
probability. The success probability, in the jitter case, is thus not monoton-
ically increasing with the allocated resources, as it is for the delay case.

Note that scheduling resources to a client with success probability P
Sj
u as

depicted in the left part of Figure 7.2 will increase P
Sj
u further. However,

if a client’s P
Sj
u is as in the right part of Figure 7.2, then no additional

resources should be scheduled to this client, since they would only worsen
the situation by reducing the service success probability even more. As
resources are allocated to a client, its required rate will be reduced, since
its remaining buffer level Bu, in Definition 7.6, is reduced. However, if the
client is not served for a while, then the buffer level Bu will grow and P

Sj
u

will grow again.

Remark 7.5: Probability based scheduling shapes the PDF:s
By scheduling according to the probability densities based on statistics

from previous transmissions, we shape the probability densities for future
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Figure 7.2: The service success probability for a jitter constrained client. To the
left, the success probability is high, since it is probable that the achieved rate will
be within the limits imposed by the jitter requirement. To the right, the success
probability is lower, since it is probable that the achieved rate will be higher.

scheduling. Disregarding the influences from the channel constraints, past
successful scheduling will lead to higher future success probabilities (nar-
rower rate distributions).

Remark 7.6: Pricing for jitter requirements

Since the jitter requirements pose additional service constraints on the
resource allocation, service pricing should reflect this by increasing the price
as the jitter requirements narrow.

7.2 Probability of a Good Resource

In this section, we will see how we can take the statistical properties of
the channel into account, explicitly, in the scheduling problem. For the
channel conditions, the question we want a suitable probability distribution
to answer is:

• Given a current prediction of the channel quality, is it probable that
the channel will serve as a better resource later?
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This question is central to the scheduling problem. If the distribution func-
tion says “no”, then we should take the opportunity to exploit the current
channel condition, since, according to the statistics, it will rarely get better.
If, on the other hand, the distribution function says “yes”, we should wait
and hope for a better channel quality. Let Cu be a random variable repre-
senting the bin capacity of the channel for client u. We can now express the
probability of a good resource.

Definition 7.7: Probability of a good resource P C
u

Given the bin capacity, C(u, s), for client u in resource bin s, we can
calculate the probability of C(u, s) being a good resource P C

u ,

PC
u = P (Cu < C(u, s))

= FCu(t, C(u, s)) (7.12)

=
∫ C(u,s)

−∞
fCu(t, c)dc,

from the distribution FCu(t, Cu).

The probability distributions in (7.12) are obtained, for each client u,
from past bin capacities, C(u, s) (see Definition 4.1 on page 58), where u is
an index over the admitted streams, and s over the existing resource bins.
Then, for each C(u, s), we can through the capacity cumulative distribution
function (CDF), P (Cu < C(u, s)), obtain the probability for it being a good
resource bin for client u.

Maximization of (7.12) is simple. It can be performed on a bin-by-bin
basis, allocating each bin to the client that has the highest value of (7.12).

If we had only the probability distribution in (7.12), for the purpose of
scheduling resources, then we should try to utilize the channel while it is
good, so we should select the resource bins that have high probability of
being good. However, such a strategy will not give any promises on the
performance of the queueing system:

• It will on average allocate an equal number of resource bins to the
clients, achieving some kind of proportional fairness among the clients
(see [62, 18] and Section 5.3.2).

• It will also result in more spectrally efficient scheduling decisions than
the service failure probability minimization from Section 7.1, since it
is not constrained by the service requirements.
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• However, since it does not take the service requirements into account,
it cannot be used for scheduling streams with specific service require-
ments.

Since we wish to find a scheduling strategy that maximizes the overall
success probability, we have to take the service requirements into account.
The question we have to answer is how the channel capacity probability and
the individual service failure probability can be considered simultaneously.
This will be discussed in the following section.

7.3 Combining the Probabilities

The bin capacity statistics and the transmission rate statistics most certainly
contain correlations. However, we choose a simpler approach by deliberately
not considering the joint statistics, since this would otherwise result in a
combinatorial optimization problem, as mentioned in Section 7.1. Thus,
taking the role as a scheduler, we will look at the separate statistics, by
considering one resource bin and one client, with its probability P C

u of being
good, and its probability P F

u of failing to fulfill the service requirement.
Table 7.1 summarizes four rules for the appropriate qualitative properties

of scheduling rules that are based on both P F
u and PC

u .

PC
u large PC

u small
PF

u large Allocate! Not spectrally efficient
PF

u small Not urgent Don’t allocate

Table 7.1: Rule of thumb for allocating resources when P F
u and PC

u are
considered jointly, for clients u without jitter requirements.

Table 7.1 should be interpreted as a rule of thumb. For example, it states
that if we have a small probability for a better channel capacity than the one
currently at test (P C

u large), and a large probability of a service failure for
client queue u (PF

u large), then we should take the opportunity to allocate
the currently good channel to serve the urgent client.

Remark 7.7: Jitter requirements complicate allocation

When serving clients with strict jitter requirements, the rules in Table 7.1
are not valid. The basic algorithm will be modified to take jitter require-
ments into account by making a post-allocation check in order to control that
the jitter success probability P

Sj
u has not been reduced by the allocation,



122 7.4. PROBABILISTIC CRITERION ALGORITHMS

c.f. Figure 7.2.

In order for the scheduler to make an efficient decision (in terms of revenue
generation), it should take into account information about both the buffer
status and the channel state, when deciding which client should transmit in
what bin. One way of doing this, is to multiply the two probabilities, P F

u ·PC
u ,

for each client and each transmission bin. If we regard the transmission
rate Ru(t) and the bin capacity C(u, s) as stochastic variables, Ru and
Cu respectively, then the maximization of the product P F

u · PC
u may be

interpreted as maximizing the probability of serving the most urgent client
by assigning the best available resource.

In the next section we will present two algorithms that are based on the
maximization of the product P F

u · PC
u . In other words, they strive to max-

imize the probability of assigning the best available resource to serve the
most urgent client.

7.4 Probabilistic Criterion Algorithms

The basis for a probabilistic criterion algorithm is a model, or a cumulative
distribution function (CDF), describing the involved discrimination param-
eters, Cu and Ru. We will present two such alternatives. The CDF based al-
gorithm is given without specifying the CDF adjustment procedure, whereas
for the score based algorithm, we concretize how to adjust the CDF:s.

7.4.1 The CDF Based Scheduling Algorithm (CBS)

The algorithm utilizes the achieved rate distribution and the bin capacity
distribution for the different clients, in order to calculate the failure proba-
bility, PF

u , and the probability for a resource bin being good, P C
u . In order to

discriminate between the possible schedules, we allocate the resource bins to
the client that maximizes the product between the two probabilities, given
its current rate requirement and bin capacity. Moreover, the algorithm
utilizes a similar update procedure as that of the ITER algorithm (see Sec-
tion 6.3.3), by updating the buffer levels as the allocations are decided.
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The CBS Algorithm

1. Update the bin capacity CDF for each client with the new predicted
values,

FCu(t|t) = g(FCu(t|t − 1), C(u, s)),

where g(f, x) is a recursive update of the function f , using the new
values x.

2. Find each client’s best resource bin, in terms of the bin capacity,
C(u, s)

Cu = max
s∈S0

C(u, s), u = 1, ..., U

and store their respective resource bin indices

su = arg max
s∈S0

C(s, u), u = 1, ..., U,

where S0 is the set of all resource bin indices.

3. Calculate each client’s probability of C(u, su) being a good resource,

JC(u) = PC
u = FCu(t|t; C(u, su)), u = 1, ..., U, (7.13)

4. Calculate the failure probability for each client (c.f. (7.4)),

JR(u) = PF
u = FRu(R̃u), u = 1...U (7.14)

5. Multiply the two factors, (7.13) and (7.14), and find the client that
obtains the maximum value:

û = arg max
u

JC(u) · JR(u) (7.15)

6. Decide to allocate bin sû to client û:

d(sû) = û

7. Remove slot sû from the competition:

Sn = Sn−1 \ sû

8. Update the output buffer level of session û according to its recent
allocation and recalculate its failure probability:

JR(û) = FRu(R̃û) = FRu(
Bû − C(û, sû)

Tû
)
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9. Recalculate the probability of a good resource JC(u) = PC
u for all

clients ũ that had resource bin sû = arg maxs(C(u, s)) = sũ as their
best candidate, since bin sû is now unavailable:

JC(ũ) = max
s∈Sn

(FCũ(t|t; C(ũ, s))

10. Goto 5 until all slots s have been allocated to a stream u.

11. Finally update the transmission rate CDF FRu(r) with each client’s
achieved transmission rate,

FRu(t + 1|t; r) = g(FRu(t|t − 1; r), Ru(t)),

where Ru(t) is the achieved rate for client u during scheduling round
t (see Definition (7.1) on page 113).

Remark 7.8: CDF based algorithm for clients with jitter requirements

In order to incorporate also jitter requirements into the CDF based algo-
rithm, we have to include a control point after step 6, should the resource
bin have been allocated to a jitter sensitive client.

If the allocation reduces the success probability4 for client u, then revoke
the resource bin, and exclude client u from further allocations during the
current scheduling round. This check is only necessary for clients with jitter
requirements.

7.4.2 The Score Based Scheduling Algorithm (SBA)

This algorithm is inspired by the one proposed by Bonald in [18]. Our
algorithm differs from Bonald’s in that we use also the transmission rate
statistics in the criterion, through the failure probability P F

u , in order to
incorporate delay and throughput requirements, whereas Bonald only uses
the channel statistics in order to achieve a fair allocation.

Basically, our score based algorithm is the same as the CDF based schedul-
ing algorithm from Section 7.4.1, differing only in how we obtain the values

4That is, if the failure probability is larger when calculated for the required rate after
the allocation, than before the allocation.
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JC(u) and JR(u). Given that we have historical values of the channel capac-
ities C(u, s) and the transmission rates Ru(t), we maintain a sorted array of
each for each client u,

Cu =
[

Cu1, ..., CuK

t1, ..., tK

]
, (7.16)

and

Ru =
[

Ru1, ..., RuL

t1, ..., tL

]
. (7.17)

In (7.16), K is the number of stored past bin capacities. Note that all bin
capacities C(u, s) from a sliding window of past bin capacities should be
stored in (7.16). Thus, K = NS, where S is the number of resource bins for
each ti, and N is the number of different ti. The elements Cui are sorted
in increasing order of bin capacity. Alongside with the bin capacities Cui,
we have time indices ti, that indicate the age5 of the bin capacities. They
are required in order to update Cu, by removing the oldest observations,
and inserting the most recent ones into position according to their channel
capacity value. The size K = NS of the array, is chosen to be large enough
to maintain statistics of the small-scale fading variations, which should com-
prise a duration of 5-10 fading dips. Furthermore, the bin index s has been
dropped.

The array (7.17) is defined in a similar way, with the past achieved trans-
mission rates from Definition 7.1 in Rui, sorted in increasing order of achieved
transmission rate and their corresponding age in ti. Ru is updated in the
same fashion as Cu.

Having Cu and Ru, we obtain JC(u) and JR(u) in (7.15) as follows:

1. Given each clients’ best resource bin, su ∈ Sn, and their respective bin
capacities C(u, su), find the position i, 0 ≤ i ≤ K + 1 in which it
would enter the sorted array Cu in (7.16).

2. For each client u, calculate the probability P C
u of C(u, su) being a good

resource

PC
u =

i

K + 1

and set JC(u) = PC
u .

5The time ti represents either a timestamp of the insertion time into the array, or a
counter that is incremented for each scheduling cycle.
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3. Given the required transmission rate R̃u (7.2) for each client u, find
the position j, 0 ≤ j ≤ L + 1 in which it would enter the sorted
array Ru in (7.17).

4. Calculate the failure probability P F
u for each client u as

PF
u =

j

L + 1

and set JR(u) = PF
u .

5. Use JC(u) and JR(u) in the multiplicative criterion (7.15), make the
decision d(sû) = û, update the buffer level Bû, update the set of
admissible resource bins Sn+1 = Sn \ sû, and repeat until all resource
bins have been allocated.

In Table 7.2, we estimate the complexity for the SB algorithm. Comparing

Operation Count Iterations Complexity Total
R̃u = Bu/Tu U 1 1 U
Cu = maxs C(u, s) U 1 S U · S
Cû = maxs Cûs µ S S/2 µS2

2
Ju = JR(u) · JC(u) U S 1 U · S
maxu Ju 1 S U U · S
Bû = Bû − Cûs 1 S 1 S

R̃û = Bû/Tû 1 S 1 S

Total U + 3US +
µS2

2 + 2S

Table 7.2: Number of operations for the SB algorithm. According to this calcu-
lation, the score based algorithm is equally complex as the ITER algorithm. Also
here, 1 ≤ µ ≤ U equals the number of clients ũ, that also had bin sû as their best
candidate resource bin.

the complexity of the SBA algorithm with that of the ITER algorithm (Ta-
ble 6.2 on page 101), we find that they both require the same number of
operations. What we saved by not involving a weighting factor Pu (S + U
operations), we lost by having to calculate and update the required rate R̃u.
Note that we have omitted the updating of the statistics in (7.16) and (7.17)
from the complexity analysis, since this may be implemented outside of the
scheduler.
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Remark 7.9: Score based algorithm with jitter
In order to incorporate also jitter requirements into the score based algo-

rithm, introduce a third index, k, that corresponds to the maximum required
rate, calculated accordingly in step 3, and let j correspond to the minimum
required rate. Then calculate the jitter success probability P

Sj
u as

P
Sj
u =

k − j

L + 1
,

set JR(u) = 1 − P
Sj
u , and use this in (7.15).

If the allocation reduces the success probability6 for client u, then revoke
the resource bin, and exclude client u from further allocations during the
current scheduling round. This check is only necessary for clients with jitter
requirements.

7.5 Summary

In this chapter, we have proposed a scheduling criterion, based on the proba-
bility of succeeding to meet the service requirements assigned by the service
level controller. In order to design (sub-) optimal on-line scheduling algo-
rithms, we have chosen to proceed with a simplification of the otherwise
combinatorial optimization problem. We considered combining the individ-
ual failure probability (7.4) with the probability of a resource bin being good
(7.12). Based on this simplification, we outlined two algorithms, the CBS
algorithm, and the SBA algorithm.

The SBA algorithm is equally complex as the ITER algorithm, which
makes it an equally attractive candidate in a possible implementation. It
remains to evaluate its performance, which will be done in the following
two chapters. In Chapter 8, we will briefly look at its performance in a
rather simple scenario, whereas more realistic simulations will put the SBA
scheduling algorithm to the test in Chapter 9.

6That is, if the value k − j is smaller when calculated for the required rate after the
allocation, than before the allocation.
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Chapter 8
Simulations

This chapter describes various simulation experiments that have been con-
ducted on the different scheduling approaches proposed in previous chap-
ters, as a preparation for the case study in the next chapter. First, some
simplifying assumptions are made, in order to make the analysis tractable.
Secondly, two channel models are introduced; a non-correlated Rayleigh fad-
ing channel, and a more realistic channel model emulated from ray-tracing
simuations of a radio propagation environment. The emulated channel mod-
els will be used for the case study in the next chapter. Furthermore, a set of
measured real-life radio channels are introduced. Thirdly, we compare the
proposed scheduling methods using the non-correlated channel model and
the measured channels, in order to also observe how the channel correlation
affects the scheduling results.

We hope to demonstrate the benefit of introducing a wireless network with
flexible resources, such as the OFDM system described in Section 4.3.5, and
show how scheduling and SLC are supposed to cooperate, in the presence
of pricing models, in order to maximize revenue for a network operator.

In order to evaluate whether the scheduler and admission control work
properly together, we introduce a simple admission control, in the form of
a PID service level controller, that will adapt the requirements according
to the variations of the measured channels. We will also vary the PID
parameters in order to illustrate their effects on the service level control.

129
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8.1 Assumptions

For the purpose of simplifying the analysis of the suggested and exisiting
scheduling algorithms some assumptions are made, that limit the implica-
tions from secondary issues that are not important for the scheduling itself.

8.1.1 Data Traffic

Leaky-bucket style traffic shaping is assumed to be performed at the wireless
network before reaching the wireless link scheduler. This approach will
punish non-conformant (see Definition 1.1 on page 4) traffic by dropping
packets, thereby preserving resources for conformant traffic, when network
usage is high. 1

8.1.2 Wireless Transmission

In the analysis we have not explicitly taken into account the possibility for
failure in the reception of the transmitted data. Thus, we do not evaluate
the delay effects of retransmissions nor the effects of lost data. However,
when data is lost or received in error, a practical system would react by
retransmitting the missing data as soon as possible after the transmitter
learns about the failure. This may be modeled as an extra traffic load that
depends on the prediction error and the target error rate. The simplest way
to take this into account is to assume that some percentage of the admitted
traffic is used for retransmissions.

8.1.3 Control Signalling

Control signalling is a vital component for the provision of channel-adaptive
scheduled transmissions. Without it, there would not be enough knowledge
to make an efficient scheduling decision, nor would it be possible to commu-
nicate the schedule to the involved terminals. In the following analysis we
assume that the control signalling required can be provided accurately.

1Whether this is part of the admission control or not, is a separate question. One
admission setup could reject new sessions at the edge router, when entering the wireless
network operator’s backbone, thereby relieving it from the work of transporting traffic
that would be rejected later due to high wireless link load. Another setup could buffer
new sessions temporarily at the wireless access point, cherishing a hope for soon-to-come
released resources. In any case, the scheduler is assumed to be presented with traffic that
it expectedly can handle.
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8.2 Channel Models

We have chosen to run the simulations on three different kinds of channel
models:

• One is a block Rayleigh fading channel model with given mean values
and variances, with the fading being uncorrelated in both time and
frequency,

• the second model is created from real world channel sounding mea-
surements, in urban and suburban environments, and

• the third type are emulated channels, obtained by means of ray trac-
ing calculations, that provide channels with similar properties as the
sounding measurements, but with longer duration.

The resulting channel Signal to Noise2 Ratio (SNR) samples will be used
for scheduling purposes, either directly by scheduling with respect to the
channel SNR, or by scheduling with respect to the feasible transmission rate
that the SNR allows for a given target Bit Error Rate (BER).

All three channel models are based on one general model that we now
describe.

8.2.1 General Channel Model

We will use a general model for the time- and frequency-varying SNR, in a
dB scale. It consists of two components (see Equation (8.1)):

• The small-scale fading component, Γ(t, f), is the time- and frequency-
varying component. This component has mean value equal to zero
decibel (0dB), where the mean value is calculated over the whole sim-
ulation.

• The path loss component, Γ̄(l(u)), is an average SNR value that is
imposed on the channel model for client u. It will depend on the
distance between the mobile and the base station.

Combining the two components we obtain

Γ(u, t, f) = Γ̄(l(u)) + Γ(t, f). (8.1)

2We assume that the noise is white and Gaussian.
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We set the average SNR, Γ̄(u), according to where in the cell we wish to
place the mobile, and then impose the fast varying characteristics to reflect
different travelling speeds and mobile environments.

Remark 8.1: Explicit interference and shadow fading omitted in (8.1)
We have not included any explicit interference or shadow fading model in

(8.1). We assume all such variations are included in the small-scale fading
component Γ(t, f).

User Distribution and Path Loss

We wish to model a number of users, with positions that are selected ac-
cording to a pattern that corresponds to a uniform distribution, over the cell
area. However, the average SNR values are restricted to be within certain
limits, in order to avoid extreme cases. We have chosen to set the maxi-
mum and minimum average SNR value due to path loss to reflect a distance
relation of 10 times for the nearest and farthest users. The users will thus
have average SNR values that depend on their relative distance to the base
station. We utilize the path loss model

Γ̄(l(u)) = Γ̄0 + 10log10(l(u)−α), (8.2)

where the received power decreases with l−α, l being the distance between
transmitter and receiver and α is the path loss exponent, here chosen to be
α = 3.5 which is reasonable for an open terrain and a high antenna [31].
The user distribution model used is

N ∝ l2, (8.3)

where the number of users N within a distance interval [l, l + ∆l], increases
as the square of the distance l. The path loss model with α = 3.5 will imply
a difference in average SNR between the nearest and farthest users of 35 dB.
We will use an average SNR of 40 dB for the nearest user, and 5 dB for the
farthest. The user distribution model will be used by setting the distances
of the different users to be

l(u) = 1 + (10 − 1)

√
u − 1
U − 1

, u = 1, ..., U (8.4)

where u is the user index, and U is the number of users in the simulation.
With this setting of l, using Γ̄0 equal to 40 dB, will yield the desired average
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SNR properties for the U different users. We illustrate the usage of the user
distribution and path loss model in Example 8.1.

Example 8.1: Average SNR distribution for five users

1. Set U = 5

2. For u = 1, ..., U calculate l(u) according to (8.4)

3. For each l(u) calculate Γ̄(l(u)) according to (8.2), using Γ̄0 = 40 and
α = 3.5

u 1 2 3 4 5
l(u) 1 5.5 7.36 8.79 10.0

Γ̄(l(u)) [dB] 40 14.09 9.65 6.95 5

Table 8.1: Distances according to (8.4) and corresponding average SNRs according
to (8.2), for five users.

Remark 8.2: Deterministic user distribution
The purpose for having a deterministic distribution of users, is to be able to

see detailed effects of the different distances, on the outcome of the simulated
cases. Having a random user distribution, we would have to run many
simulations, in order to find cases as “bad” as our deterministically selected
case.

8.2.2 Non-correlated Rayleigh Channels

In this model, the SNR values are assumed constant within each time-
frequency bin, and uncorrelated between neighbouring bins, in both time
and frequency. The instantaneous SNR values are given by (8.1), using a
random number x for each bin

Γ(t, f) = σx
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yielding
Γ = Γ̄ + σx. (8.5)

Here, Γ̄ is the average SNR, according to (8.2), and x is calculated from the
uniformly and independently distributed random number n, through the
inverse of the Rayleigh cumulative distribution function:

x = 10 log
(√

−2 log (1 − n)
)

(8.6)

The variance σ2 in (8.5) has been selected to be 1, since this is in accordance
with what the measured channels indicate.

8.2.3 Real-world Fading Channels

These channel data sets have been obtained by means of channel sounding
measurements. The measurements were performed in the Stockholm area
by Ericsson Radio Systems AB. Each measured sequence contains 1430 ob-
servations of a 120-tap complex impulse response, at 1880 MHz, with vehicle
velocities varying from 30 to 90 km/h. The 120 taps are estimated from 700
channel samples, sampled at 6.4 MHz leading to a channel impulse response
rate of 9.1 kHz (a new impulse response is obtained every 0.11 millisec-
onds). More detailed information about the measurements can be found in
Chapter 3 of [29].

For the purpose of generating samples of a wideband OFDM-channel, each
120-tap impulse response was transformed into the frequency domain at
640 points (subcarriers with 10 kHz spacing), out of which the centrally
located 500 subcarriers are used in the studied system. Each frequency
domain sample in this data set corresponds to one symbol in the OFDM
system, giving rise to fading data for 500 × 1430 = 715, 000 symbols. If
we would map this data directly to the example OFDM system outlined in
Section 4.3.5, we would have to divide it into time-frequency bins of 120
symbols each, resulting in data for 5958 (= 25 × 238) time-frequency bins,
which corresponds to a simulated time of 0.16 s 3.

In the preliminary (preparatory) simulations presented in Section 8.3.2, we
have used this data with a modification: Instead of regarding each sample
in the time domain as a symbol sample, we have regarded it as a time-
frequency bin sample, thereby extending the simulated time to 0.95 s. This

3Each time-frequency bin consists of 6 symbols in the time domain and 20 subcarriers
in the frequency domain. The symbol period of 111µs, including cyclic prefix, and the
carrier spacing of 10 kHz result in time-frequency bins of 0.667 ms length and 200 kHz
width.
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is not good modus operandum in the general case, but the purpose was only
to see how correlation in time and frequency would affect the scheduler.
The implication of doing this is simply that the channels behave as if all the
mobile receivers had been traveling at 1/6 of their real speeds.

8.2.4 Emulated Channels

For a more detailed study of how the system proposed in Chapter 9 would
behave, we have emulated a number of mobile channels. The channel emu-
lation has been performed by means of ray tracing complex sinusoids orig-
inating from a virtual antenna placed at the origin of a coordinate system.
The sinusoids are ray traced over multiple paths, scattered by virtual objects
at different locations in the coordinate system, to finally be combined in a
moving virtual receiver. The channel emulator is a result of a Master’s The-
sis project [13], and it has been verified against real channel sounding data
from [29]. It includes modelling of path loss, reflection loss (absorption),
reflection phase shift, optional LOS (Line Of Sight) component, multipath
propagation, and also shadow fading (although modeled as an autoregressive
process, and not as a result of obstructing virtual objects).

In Figure 8.1 we see the result of emulating 13 channels, and in Table 8.2
the used parameters are presented. The Position, Speed, and Direction pa-
rameters, together define how the mobile receiver will perceive the received
power from the base station that resides at the origin of the coordinate sys-
tem. There are also other attributes to the emulation of the channels that
we do not present in great detail, such as the scattering environment and
the autoregressive model for the shadow fading, but they can be provided
upon request.

In Figure 8.1 we present the obtained channel SNRs. Since the emulated
channels come from mobiles that are at different distances from the base
station, they will result in different average SNR values. However, since we
wish to utilize the same mobile properties in different simulations, where the
mobiles can be placed arbitrarily in the cell, we would like to remove this
average SNR from the emulated channels, and instead utilize an imposed
average SNR. Therefore, the emulated channels presented in Figure 8.1 each
have an average SNR of 0 dB. The different average SNRs that will be
used later will be imposed afterwards, by adding a desired average value, to
reflect the different distances from the base station. This average SNR will
be added in a similar fashion as Γ̄ for the non-correlated channels, according
to Equation (8.5). The difference to the non-correlated case is that instead
of using σx from a log-Rayleigh distribution, we now calculate the received
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Channel Position Speed Direction Doppler
1 (0,800) 90 km/h 290o 157 Hz
2 (250,400) 90 km/h 100o 157 Hz
3 (300,750) 70 km/h 225o 122 Hz
4 (57,555) 11 km/h 350o 19 Hz
5 (0,450) 90 km/h 45o 157 Hz
6 (194,658) 1 km/h 210o 1.7 Hz
7 (500,600) 100 km/h 176o 174 Hz
8 (300,900) 120 km/h 240o 209 Hz
9 (0,200) 130 km/h 85o 226 Hz
10 (200,450) 30 km/h 120o 52 Hz
11 (-130,695) 30 km/h 175o 52 Hz
12 (0,100) 60 km/h 45o 105 Hz
13 (40,676) 5 km/h 0o 8.7 Hz

Table 8.2: In order to create channel data using ray tracing models, we need to
provide exact information of the mobile terminals’ positions and velocities, the
environment and its electromagnetic properties, the transmission frequency and
bandwidth, and the properties of the base station antenna. This table presents the
input data that is characterizing for each of the 13 emulated channels. Position is
the initial position in meters in a coordinate system where the base station resides
in the origin. The mobile then travels at the velocity Speed in the direction given
in Direction, resulting in a maximum Doppler frequency according to Doppler.

power from the ray tracing model of the mobile environment.
The emulator created channels of 6.4 MHz bandwidth over 32 frequency

bins, out of which the center 25 have been selected for the purpose of creating
the 25 frequency bins over the 5 MHz wide carrier band. The selection of
a 5 MHz wide carrier band was due to that the proposed OFDM system,
as described in Section 4.3.5, uses this bandwidth to agree with current 3G
frequency allocations. The emulated channels are sampled at a rate of 0.667
ms, which is the time slot length in the proposed OFDM system. The length
of the sequences is 22492 samples, giving a duration of 15 sec.

8.3 Scheduling Based on the Quadratic Criterion

In this section we will investigate the properties obtained when using the
approximations (6.12) of the quadratic criteron, embodied in the MAXR
and ITER scheduling algorithms. We also investigate the search based CSD
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Figure 8.1: The 13 emulated channels are here represented as 13 horizontal bands
with their channel numbers along the vertical axis. Within each of the channels
there are 25 frequency bins, also distributed along the vertical axis, each having its
own SNR value. Each frequency bin consists of 20 subcarriers with 10 kHz spacing,
assumed to have equal SNR values within the bin. Along the horizontal axis we
have the time slot numbers. One time slot corresponds to 0.667 ms, resulting in
22492 time slots for a 15 seconds long channel trace. Each time slot has its own SNR
value, and consists of 6 symbols per subcarrier. This results in a time-frequency
bin consisting of 20 subcarriers with 6 symbols each, giving a total of 120 symbols
per time-frequency bin. Thus, each sample corresponds to a channel SNR value,
valid for 120 symbols, where the different colors represent the channel SNR values
according to the scale at the right. All the emulated channels have here been
normalized to have a 0 dB average SNR. The image has lower resolution in both
time and frequency than the data itself.

scheduling algorithm, that uses the original quadratic criterion (6.2). The al-
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User 1 2 3 4 5
SNR 40.0 14.1 9.65 6.95 5.00

Table 8.3: The average SNR values for users at different distances from the base
station. They have been chosen such that the nearest user experiences an average
SNR of 40 dB and the fartherst user experiences an average SNR of 5 dB. Between
these boundary values, the SNRs are selected according to Equations (8.4) and
(8.2).

gorithms were presented in Section 6.3.2 to Section 6.3.4 respectively. Here,
we will compare the performance of the algorithms using both correlated
and non-correlated channel models, in order to study the impact on the
scheduling performance, of the correlations, of increasing traffic loads, and
also of including a simple admission control.

8.3.1 Non-correlated Rayleigh Fading Channel Model

We present the average buffer level trajectories over 100 simulations with
the same set of parameters for each scheduling algorithm. The input data
rate to the system (the admitted traffic) is increased linearly from 1.54
Mb/s4 up to 1.85 Mb/s per user, from time slot 1 to time slot 1430. There
are five active users in the system, placed at different distances from the
base station, thereby experiencing different average SNR. The average SNRs
have been imposed according to (8.5), with the average values according to
Table 8.3, which are the same as in Example 8.1. Furthermore, as the title
indicates, the small-scale fading channel models used in this section, are the
non-correlated channels described in Section 8.2.2.

No weighting factor

The first set of simulations illustrates the importance of a working admission
control, that can balance the load appropriately. Furthermore, we will see
evidence of the expected problem with the MAXR algorithm, as mentioned
in Section 6.3.6 and Figure 6.5 on page 107, due to its crude approximation
of the quadratic criterion.

Studying Figures 8.2(a) through 8.2(c), we see how the scheduling algo-
rithms MAXR, ITER, and CSD, respectively, perform on the buffer levels.
They are implemented according to the descriptions in Section 6.3.2 to Sec-
tion 6.3.4. A number of interesting observations can be made from these

41 Mb/s = 220 bits/second
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(b) Buffer levels, ITER
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(c) Buffer levels, CSD
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Figure 8.2: Buffer levels and cost functions for five clients. We compare three
scheduling algorithms, when increasing the load from 1.54 Mb/s to 1.85 Mb/s for
each client. In the top figures, the SNR (or distance in this case) for user 1 to 5, is
defined in Table 8.1.

figures:

1. CSD keeps the buffer levels lower than the other two algorithms, al-
though ITER is not much worse.

2. The buffer levels are indirect measures of the queueing delays. There-
fore CSD can maintain lower delays than the other two algorithms.

3. The buffer levels are different for the different users. This is due to the
worse average channel for the fartherst user, which results in a lower
criterion value for a given buffer level.

4. CSD manages to keep the buffer levels more homogeneous than the
other two algorithms, thereby resulting in a more equal service for the
different users.
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5. MAXR fails to maintain low buffer levels, probably due to its crude
approximation of the quadratic criterion in the case when few users
compete for many resources.

6. Common to all scheduling algorithms is the problem of not being able
to meet the increasing resource demand as the input rates to the buffers
increase, as the time index increases.

From observation 1 and 2 we conclude that we would prefer the CSD algo-
rithm in terms of performance. The second choice would be the ITER algo-
rithm. From observation 3 we deduce that there is a need for the weighting
factor Pui discussed in Section 6.1.1, if we wish to give the different streams
using the same service equal delays, which we do, since it would otherwise
not be the same service. Observation 6 indicates that in order to provide
predictable services, we need to combine scheduling with admission control.

Furthermore, from the resulting cost function values in Figures 8.2(d)
through 8.2(f) we draw the following conclusions:

1. CSD keeps the cost function lower, for higher loads, than the other
algorithms.

2. ITER accomplishes an almost equally good result. At least it gives a
significant improvement over MAXR in terms of buffer level and cost
function value.

3. The cost function trajectories deviate little from their mean. This
is true for all three algorithms, but particularly clear for the CSD
algorithm.

4. The problem with the MAXR algorithm has to be solved if we wish to
use it for few users. Otherwise MAXR will only be useful for scheduling
many users on few resources.

Channel quality weighting factor

In the following simulations, we will incorporate a weighting factor Pui with
respect to the experienced channel quality. In this set of simulations, we
calculate the weighting factor on-line, based on the previous transmissions,
according to

1
Pui(T )

=
∑T

t=T−40 au(t)∑T
t=T−40

∑S
s=1 δ(ds(t) − u)

, u = 1, ..., U, (8.7)
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where au(t) is the allocation vector entry for client u in scheduling round
t, ds(t) is the decision vector entry s, also in scheduling round t (see the
definitions in Equations (4.5) and (4.6) on page 61). Here, δ(x) is the delta
function, defined in Equation (4.3) on page 59. Thus, in (8.7) the numerator

T∑
t=T−40

au(t)

represents the total alloctaion during the last 40 scheduling rounds to user
u, in terms of BPSK bins5, whereas the denominator

T∑
t=T−40

S∑
s=1

δ(ds(t) − u)

is the total number of resource bins allocated to client u, during the pre-
vious 40 scheduling rounds of the simulation. The division in (8.7) then
results in an estimate of the current average channel throughput each client
experiences when accessing the channel.

This weighting factor will have the effect of weighting up the cost of the
farther users relative to the nearer users, so that the farthest user will get ac-
cess to the channel before its buffer level grows much higher than the nearest
user’s. What is actually done, is that each user’s estimated bin capacity in
each time-frequency bin, C(u, s), is divided by their sliding window average
allocated bin capacity, Cu, so that they get values larger than 1 for relatively
good time-frequency bins, and values smaller than 1 for relatively bad bins.

Introducing the weighting factor Pui that compensates for each stream’s
average experienced throughput, we obtain Figures 8.3(a) through 8.3(f),
that show the same quantities as the Figures 8.2(a) through 8.2(f), but now
using Pui.

From Figures 8.3(a) to 8.3(f) we make the following observations:

1. We have reduced the queueing delays for the fartherst users, at the
expense of increasing it for the nearest users. This was the intention
for introducing the weighting factor.

2. The introduction of the weighting factor did result in a worse average
performance of the schedulers. The average remaining buffer levels
at the end of the simulations increased slightly for an average stream
using the ITER and CSD algorithms, meaning that the average delay

5Recall from Section 4.2 that C(u, s) = 1 means uncoded BPSK modulation.
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(c) Buffer levels, Pui-
weighted CSD
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(f) Cost function, Pui-
weighted CSD

Figure 8.3: Buffer levels and cost functions for five clients. We compare the average
channel quality compensated quadratic criterion algorithms, when increasing the
load from 1.54 Mb/s to 1.85 Mb/s for each client.

increased slightly. Intuitively, this makes sense, since the cost function
without weighting factor acts more directly on the buffer levels, than
a weighted version of it.

3. The MAXR algorithm performs significantly better with weighting fac-
tor, than without (note the exponent on the cost function). However,
MAXR fails in equalizing the buffer levels for all users, despite the
weighting factor.

4. Furthermore, MAXR shows an oscillative behaviour that is due to its
crude quadratic criterion approximation, that becomes most apparent
with a relatively stationary channel. In Observation 8.1 we expound
on this problem in some more detail.
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Observation 8.1: MAXR oscillations with stationary and flat fading
channels

When a client has a channel whose bin capacities do not overlap with
other channels’ bin capacities (such as client number 1 in Figure 8.3(a)),
its criterion will grow without the client receiving any resources, until the
buffer level reaches a value where it influences the criterion to exceed all the
other users’ contributions. Since the channel is rather static, it will then
have a high criterion value for all resource bins, and will therefore receive
all resource bins in that scheduling round. This is a shortcoming of the
non-updated gradient in the MAXR algorithm (due to the buffer levels, or
token levels, not being updated between each allocation of a resource bin).

Apart from the oscillatory buffer levels, another problem may arise, requiring
attention for these cases, when using the MAXR algorithm. This will be
described next.

Observation 8.2: Simple re-allocation avoids resource waste and mitigates
oscillations

It is very likely that the MAXR algorithm allocates too many resources to
a client, once it decides to allocate to a client with a high and exceptionally
constant criterion (flat and slow fading) for all resource bins, when meeting
cases as the one observed in Observation 8.1. This may lead to resource
bins being unused, and thereby wasted, since the served client does not
have the amount of data required to fill the resource bins. The MAXR
algorithm should therefore be complemented with a simple re-allocation to
avoid resource waste in these cases. The Robin Hood algorithm from [32],
also described in Appendix A.2, provides such a simple re-allocation.

Conclusion for non-correlated channel simulation

What the previous simulations tell us, is that token bucket levels can be
controlled by the service level control algorithm, by means of adjusting the
admitted data flows by adjusting the token rates. In this example, we used a
faked service level controller which continuously increased the token rate. In
a real application, this would of course not be the case, since the service level
controller would withdraw, should the scheduler fail to empty the buffers in
a timely manner.

As long as the weighting factors are accurate, they will provide a nor-
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malization for the scheduler’s criterion function, so that the buffer levels
automatically maintain a given relation in size. Controlling the actual size
will be the task for the service level control algorithm. We will next test
this by introducing the measured channel data.

8.3.2 Performance in the Presence of Correlation in Time
and Frequency

In the following simulations we will explore how the scheduling algorithms
behave when they are applied on more realistic channels. These channels
encompass properties such as high correlation in time and frequency, which
may be challenging for the schedulers. The time and frequency correla-
tions have the effect of maintaining both good and bad conditions over long
(several milliseconds) time spans.

In the simulations that we present next, we will use the channel SNRs
presented in Section 8.2.3, of which we see a five-user example in Figure 8.4.
The measured channels have been transformed according to the user distri-
bution and path loss model described in Section 8.2.1.
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Figure 8.4: Channel SNR levels for the five users.
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Channel quality weighting factor

We will first try the same experiments as in the previous section on a set
of real-world measured channels. These are quite short in time, but we will
be able to see the possibilities, and pitfalls, encountered for longer channels.
We have a set of 45 channel measurements, out of which we randomly pick
five, and run the simulation. This is repeated 100 times and the result is
averaged and presented in Figure 8.5 through Figure 8.10. The input data
rates have been set to increase from 1.54 Mb/s up to 1.85 Mb/s for each
user, throughout the 1430 time-slots.

In the first three figures, Figure 8.5 through Figure 8.7, we see the average
buffer levels over the 100 simulations. What is encouraging, is that the
simple MAXR algorithm, on average, seems to be handling the offered load
nearly as well as the other two, more complex, algorithms. The results in
Figure 8.8 through Figure 8.10 tell us that the cost functions in most of
the simulation runs are kept rather low (close to the x-axis), but that some
cases are too difficult for the scheduler (the ones that depart from the x-
axis). That the scheduler can’t entirely handle the load is not only the fault
of the scheduler, but also of the admission control, that does not monitor
the performance of the scheduler. Instead of adapting the load, the faked
admission control increases the load continuously.

Introducing Admission Control

We will now consider letting the service level controller (SLC), that is part of
the admission control (see Section 3.3), monitor and control the scheduling
performance. This will be done by feeding back to the SLC, the current
output buffer levels, and based on that value, adjust the token rate for
two of the flows. In the following simulation we have used a simple PID
regulator, described in Example 3.66 and Figure 3.3. It adjusts the input
rate of streams (or users, or sessions, or clients) number 1 and 3, based on
their resource cost efficiency and the current load.

The PID controller here takes the maximum output buffer level as a feed-
back value, and compares it to the target buffer level, thereby obtaining
the error signal. This error signal updates the control output, that through
client-dependent adaptive gains, Ku (incorporating the cost efficiencies Eu),
adjust the admitted token rates for clients 1 and 3, which can be considered
“best effort” service clients. In this example the channel-weighted ITER
algorithm and the measured channels were used.

6The static control gain is here set to K = 0.004, and f(Eu) =
√

Eu.
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Figure 8.5: Buffer levels
for five mobiles, communi-
cating over real measured
channels, scheduled with
the MAXR algorithm.
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Figure 8.6: Buffer levels
for five mobiles, communi-
cating over real measured
channels, scheduled with
the ITER algorithm.
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Figure 8.7: Buffer levels
for five mobiles, communi-
cating over real measured
channels, scheduled with
the CSD algorithm.
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tion values for 100 simu-
lations, and their average,
using the CSD algorithm.

The token rate value is limited both upwards and downwards according
to the rate limits in Table 8.4. The target value (the reference value to the
PID controller) for the output buffer level is 100 BPSK bins. The resulting
buffer levels are presented in Figure 8.11, the token rates controlled by the
SLC are presented in Figure 8.12, and the channel SNRs are the ones given
for reference in Figure 8.4.

The minimum and maximum rates affect the lower and upper limits of the
PID controller, whereas the minimum and maximum prices are addressed
by the cost efficiency Eu (see Definition 3.4, on page 49). Note that the cost
efficiency Eu also incorporates the rate limits, and that Eu is part of the
client dependent gain factor, Ku (see Example 3.6 on page 49), utilized to
demultiplex the scalar PID control signal, yielding a single-input, multiple-
output, (SIMO) controller.
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User Min rate Max rate Min price Max price
1 0.01 1 0.01 0.4
2 0.2 0.2 0.2 0.2
3 0.01 1 0.01 0.6
4 0.2 0.2 0.2 0.2
5 0.2 0.2 0.2 0.2

Table 8.4: Service level values for the simulation presented in Figures 8.11 and 8.12.
Min/max rate refer to the service level breakpoints in the price model for this service
class, whereas min/max price refer to the corresponding prices in that same price
model. Note that users 2, 4, and 5 have constant values, meaning that they do
not accept any flexibility, whereas users 1 and 3 have a span of variability for their
service rates and pricing. The price model for users 2, 4, and 5 is thus Model 2,
presented in Figure 2.3(b), whereas the price model that best fits users 1 and 3,
is Model 4, presented in Figure 2.3(d). This results in an SLC that controls the
service rates for users 1 and 3, in order to adapt to the current channel properties.

From Figure 8.11 we see that the SLC manages to maintain the output
buffer levels rather constant and that the ITER scheduler also manages to
keep them rather equal. We also observe an influence from service level
control that needs to be adressed with the weighting factor, by setting the
external priority Pue to an adequate value.

Observation 8.3: Delay variations 1

If the input rates to the output buffer would be constant, then the queueing
delay in the output buffer would also be rather constant and equal. If we
regard users 2, 4, and 5 as users with delay constraints, then they can be met
in the presented case. However, for user 1 and 3, the delay will vary, since
their input rates vary without either adjusting their target buffer levels or
adjusting their scheduling weighting factors. This can be seen in Figure 8.13,
where the delay for user 3 is much larger than that of user 1, which in turn
is higher than that of users 2, 4 and 5.

From Observation 8.3 we conclude that if we wish to control also the delay
for the users for which we control the rate, then we need some additional
mechanism. This can be achieved by setting different external weighting
factors Pue, as outlined in Section 6.1.1. Before we do that, we shall however
explore the effects of having less resources reserved for fixed rate clients, and
allow more of the resources to be adjusted, to meet the channel variations.
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Figure 8.11: Output
buffer levels with the
weighted ITER algo-
rithm, with a PID
controller handling the
SLC of users 1 and 3. The
target buffer level is 100
for the PID SLC.
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Figure 8.12: Data rates
into the output buffer
with the PID control-
ling the service levels (to-
ken rates), and the ITER
algorithm handling the
scheduling.
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Figure 8.13: Delay distri-
bution for the five users
with PID service level con-
trol and weighted ITER
scheduling algorithm.

Example 8.2: Different service levels

In the following simulation, we have changed the service level parameters
for the “fixed rate” users (2, 4, and 5), so that they require only half the
rate, leaving more resources for the “best effort” users (1 and 3). The service
level parameters are given in Table 8.5, and the channels used are five of the
measured channels, described in Section 8.2.3.

We have also changed the scheduling algorithm to the channel-weighted
(through Pui, as described in Equation (8.7)) controlled steepest descent
(CSD) algorithm, but this does not influence the result significantly.

The resulting buffer levels, input rates, and delay distributions are given
in Figures 8.14 to 8.16.

According to the settings in Table 8.5, the SLC will control the service
rates for users 1 and 3, in order to adapt to the current channel properties.
Compared to the case in Table 8.4 we have here reduced the required rates
for the “fixed rate” users.

From Figures 8.14 to 8.16 we note that the increased amount of resources
for “best effort” clients allows them to increase their data rates, which in
turn reduces their delays:
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User Min rate Max rate Min price Max price
1 0.01 1 0.01 0.4
2 0.1 0.1 0.2 0.2
3 0.01 1 0.01 0.6
4 0.1 0.1 0.2 0.2
5 0.1 0.1 0.2 0.2

Table 8.5: Service level values for the simulation presented in Figures 8.14, 8.15,
and 8.16. Min/max rate refer to the service level breakpoints in the price model
for this service class, whereas min/max price refer to the corresponding prices in
that same price model. We can see that users 2, 4, and 5 have constant values,
meaning that they do not accept any flexibility, whereas users 1 and 3 have a span
of variability for their service rates and pricing.
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Figure 8.14: Output
buffer levels with the
weighted CSD algorithm,
with a PID controller
handling the service level
control of users 1 and 3.
The target buffer level is
100 for the PID SLC.

0 500 1000 1500
0

0.2

0.4

0.6

0.8

1

1.2
PID SLC with CSD scheduling

Time slot

A
dm

itt
ed

 r
at

e 
[M

B
/s

]

1
2
3
4
5

Figure 8.15: Data rates
into the output buffer
with the PID control-
ling the service levels (to-
ken rates), and the CSD
algorithm handling the
scheduling.
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Figure 8.16: Delay distri-
bution for five users with
PID service level control
and CSD scheduling algo-
rithm.

Observation 8.4: Delay variations 2

Since we have reduced the rates of the “fixed rate” users, more resources
will be left for the “best effort” users. This is first reflected in the higher
rates that they receive by the service level controller (Figure 8.15). Fur-
thermore, since the same buffer level targets were used (100 BPSK bins,
see Figure 8.14) as reference value for the PID controller, the higher rates
given to users 1 and 3, result in lower queueing delays for them, as seen in
Figure 8.16 (note the different resolution in the x-axes for the delay plots in
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Figures 8.16 and 8.13, respectively).

The high data rates for certain clients result in a high sensitivity in the
buffer levels to channel quality variations:

Observation 8.5: Buffer level variations
The buffer levels in Figure 8.14 show large deviations from the target

around time slots 500 and 1000. This is due to the reduced possible trasmis-
sion rate for user 3; its channel enters deep fades at the instances of the de-
viations. However, should the fades persist, then the service level controller
would adapt the token rates to reduce the requirements on the transmission
rates.

Observation 8.5 also indicates that the external priority Pue should be ad-
justed according to the admitted rates, in order to avoid such large variations
in all buffer levels due to a single user entering a bad channel state.

Introducing the External Priority Pue

We will now introduce an external priority Pue, as also asked for after Ob-
servation 8.3, that will make all clients’ delays as equal as possible.

Example 8.3: External priority for equal delays

We will use the same service levels as in Table 8.4, the ITER schedul-
ing algorithm, and the measured channels. However, we will introduce the
external priority Pue, that we will set according to Equations (6.6) and
(6.7) in Example 6.2, on page 91, with the target delay set to 10 time slots
= 10 ·0.667 ms = 6.67 ms , and Iu equal to the admitted rate of each client.

The results are presented in Figures 8.17 to 8.19.

We make a few observations from the figures, concerning delay require-
ments and buffer levels.

Observation 8.6: Target delays are well met
Figure 8.19 clearly shows that the target delay of 6.67 ms is met to a large

extent, due to the external priority, that is set to the inverse of the target
buffer level, according to Equation (6.7).
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Figure 8.17: Output
buffer levels with the
weighted and balanced
ITER algorithm, with a
PID controller handling
the service level control of
users 1 and 3.
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Figure 8.18: Data rates
into the output buffer
with the PID control-
ling the service levels
(token rates), and the
weighted and balanced
ITER algorithm handling
the scheduling.
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Figure 8.19: Delay distri-
bution for five users with
PID service level control
and weighted and bal-
anced ITER scheduling al-
gorithm. The target de-
lay is set to 10 time-slots,
which equals 6.67 ms.

Observation 8.7: Buffer levels vary according to admitted rates
Comparing Figure 8.17 and Figure 8.18 we see that the target buffer levels

vary as the admitted rates vary. The target buffer levels are assigned by the
admission policy (AP), depending on the delay constraints, and used only
by the PID SLC.

From these observations we conclude that it is possible to simultaneously
control both delay and throughput for certain clients, when having the pos-
sibility to adjust the admitted rates of some “best effort” clients.

8.3.3 Flat and Static Channels

In order to qualitatively see the impact of exploiting the variability imposed
by the fading, we have run two simulations using Γ(t, f) = 0 dB in (8.1),
thereby yielding completely static channels with fixed SNR:s that depend on
the distance to the base station. In the cases presented in Figure 8.20 and
Figure 8.21, we have used the ITER algorithm, without and with the channel
quality weighting factor Pui from (8.7), respectively. We can make two
main observations. The first one motivates the exploitation of the channel
variabilities, instead of trying to “average out” the variabilities by means of
time and frequency spreading.
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Figure 8.20: Buffer levels for five mo-
biles, communicating over flat and static
channels, with increasing throughput
demads from 1.54 Mb/s up to 1.85
Mb/s, scheduled with the ITER algo-
rithm, without weighting factor. On the
x-axis we have the time slot number,
and on the y-axis, the buffer levels.
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Figure 8.21: Buffer levels for five mo-
biles, communicating over flat and static
channels, with increasing throughput
demads from 1.54 Mb/s up to 1.85
Mb/s, scheduled with the ITER algo-
rithm, with on-line updated weighting
factor Pui. On the x-axis we have the
time slot number, and on the y-axis, the
buffer levels.

Observation 8.8: Flat and static channel gains give worse throughput

Comparing Figures 8.20 and 8.21 to Figure 8.6, we clearly see that the
buffer levels grow much faster in the current flat and static case, than in the
correlated fading channel cases. From this we understand that the fading
variability is a valuable source for increased link efficiency that should be
exploited.

The second observation concerns Figure 8.21 and the channel quality weight-
ing factor Pui.

Observation 8.9: Pui equalizes the buffer levels

As we can see from Figure 8.21, all five users have approximately equal
buffer levels throughout the simulation. This is due to the channel quality
weighting factor that in the flat and static channel case manages to equalize
the buffer levels almost perfectly.
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8.3.4 Service Level Control as a Linear Program

Before we investigate the performance of the probability based scheduling
algorithm in Section 8.4, we give an example of how the linear program ser-
vice level controller may perform. We have here used the measured channels
and the service level parameters from Table 8.4. See Figures 8.22 to 8.24
for the resulting performance.
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Figure 8.22: Output
buffer levels with the
ITER algorithm, with a
linear program handling
the service level control
of users 1 and 3. The
target delay is 10 time
slots, that is 6.67 ms.
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Figure 8.23: Data rates
into the output buffer
with the linear program
the service levels (token
rates), and the ITER
algorithm handling the
scheduling.

0 2 4 6 8 10 12 14
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
LP SLC with ITER scheduling

Delay [ms]

F
ra

ct
io

n 
of

 d
at

a 
w

ith
 d

el
ay

 <
 x

 m
s

1
2
3
4
5

Figure 8.24: Delay dis-
tribution for five users
with linear program ser-
vice level control and
ITER scheduling algo-
rithm.

Observation 8.10: Steady service rates
The LP solution immediately finds the appropriate data rate for the present

channel conditions. Since the average bin capacity does not change much
during this short simulation, the admitted rates remain optimal throughout
the whole simulation.

Observation 8.10 promises good performance from the linear programming
based service level control. However, we must bear in mind Observation 3.1,
from page 53, when the channel properties become more varying during the
longer simulations in the case study, in Chapter 9.

8.4 Probability Based Scheduling Algorithm

We will finally present the performance of our score based scheduling algo-
rithm (SBA), presented in Section 7.4.2, that combines probabilistic mea-
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sures of service urgence and resource qualities.

8.4.1 Performance in the Presence of Correlation in Time
and Frequency

We will here repeat the experiment from Section 8.3.2, but now using the
SBA algorithm. Also here, we run the simulation 100 times, randomly se-
lecting five out of the 45 available measured channels for each run. The
result of this simulation is presented in Figure 8.25, and discussed in Obser-
vation 8.11 and 8.12. The first observation concerns the non-stability of the
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Figure 8.25: Output buffer levels with the Score Based (SBA) algorithm, with the
input rate increasing linearly from 1.54 Mb/s to 1.85 Mb/s, from time-slot 1 to 1430,
for all users. The simulation has been repeated 100 times with 5 measured channels
randomly selected from 45 available measurements. The target delay (see Equation
(7.2) in Definition 7.3, on page 114) was set to 20 time-slots (= 20 · 0.667 ms =
13.3 ms), and the size of the arrays storing historical bin capacities and transmission
rates (see Equations (7.16) and (7.17), respectively, in Section 7.4.2) were K = 25·L
and L = 40, respectively.

SBA algorithm.

Observation 8.11: SBA does not keep queue sizes together

It is clear from Figure 8.25 that the SBA algorithm “gives up” on client
number 5 at about time-slot number 500. This is an effect of the limited
buffer level function, that is, the failure probability P F

u . It cannot become
larger than 1, and since it is probable that all the other clients also have
failure probabilities quite close to 1 at these data rates, SBA will instead
discriminate with respect to the probability of a good reource, P C

u . Thus,
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the SBA algorithm then reduces to the SB algorithm from [18], described in
Section 5.3.2.

The second observation tells us that the non-stability might be a desirable
feature.

Observation 8.12: A “released” client is an overload warning

When SBA “gives up” on client 5, and later also on client 4, it catches up
with the other clients, which can be seen in Figure 8.25 as the three lines
for clients 1, 2, and 3, level out after time-slot 1000. In order to catch up
also with client number 4 and 5, we require an admission control algorithm,
that regulates the admitted data rates based on the failure probability, and
the cost efficiency, for the different clients.

8.4.2 PID Service Level Control

We will now run the SBA scheduler with a PID service level controller (SLC),
using the same service level requirements as presented in Table 8.5.

Three things deserve mentioning before presenting the results:

• The SBA algorithm requires explicit delay service requirements, which
we have set to 20 time slots (= 20 · 0.667 ms = 13.3 ms) for all five
clients.

• Furthermore, the PID SLC will for the SBA algorithm control the
admitted rates according to a target failure probability, P̂F

u , that we
have set to 0.5. This means that if the maximum failure probability
after a scheduling round differs from P̂F

u , then the admitted rates will
be adjusted by the PID controller.

• Since the value that will be fed back to the PID controller here, differs
much from the case when the PID regulates with respect to the buffer
levels, we have to adjust the scalar control gain K in Example 3.6. By
coarse tuning of the PID, we have arrived at the value K = 0.4.

The results are presented in Figures 8.26 to 8.28. We can make a number
of observations concerning the performance of the SBA algorithm.

Observation 8.13: Buffer level is not target



156 8.4. PROBABILITY BASED SCHEDULING ALGORITHM

0 500 1000 1500
0

200

400

600

800

1000

1200

1400
PID SLC with SBA scheduling

Time slot

B
uf

fe
r 

le
ve

l

1
2
3
4
5

Figure 8.26: Output
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Score Based (SBA)
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Figure 8.28: Delay
distribution for five
users with PID service
level control and SBA
scheduling algorithm.
The target delay is
13.3 ms for the SBA
scheduler, and the target
failure probability (P̂F

u )
is 0.5 for the PID SLC.

Comparing Figure 8.26 to Figure 8.14, we see that the buffer level for the
SBA algorithm varies more than that for the CSD algorithm. This is due to
that the SBA algorithm schedules in order to meet the delay requirements,
while utilizing the channel resources efficiently, whereas the CSD algorithm
is more concerned with keeping the channel weighted buffer levels rather
equal. The buffer level will therefore vary as the admitted rate varies.

Furthermore, we observe that the delays are kept more equal with the SBA
algorithm.

Observation 8.14: Delay target is mostly met

In Figure 8.28 we see that the target delay for the clients, when using
the SBA algorithm for scheduling, is met to a large extent. The remaining
variability for e.g. clients 1 and 3 (blue and red curves respectively), is most
probably due to transient effects when their admitted rates change.

We find SBA to be a promising algorithm that we will evaluate further in
the case study in Chapter 9.
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8.5 Summary

We have demonstrated that algorithms based on the quadratic criterion, as
well as the probabilistic approach, possess desirable properties, especially in
combination with a working admission control.

• The MAXR algorithm, which is the least complex of all the presented
algorithms, might require an additional re-distribution, in order to
avoid resource waste in some rare cases.

• The ITER algorithm shows almost identical performance as the CSD
algorithm, but at a significantly lower complexity.

• The SBA algorithm shows desirable properties in terms of explicit
delay fulfillment.

All schedulers will require an admission control algorithm to regulate the
load according to SLA price models and the different clients’ cost/resource
efficiencies. Both the PID SLC and the LP SLC have shown interesting
performance properties, in terms of adapting the load to the underlying
channel properties, in the light of the SLA price models. However, it must
be stressed again that the tuning of the PID parameters requires special
attention in order to obtain a PID controller that handles the SLC well. We
have iteratively improved the control gain K, in order to tune the PID to
the different control problems,

• SLC for controlling buffer levels (K = 0.004),

• SLC for controlling relative buffer levels (K = 0.4), and

• SLC for controlling failure probabilities (K = 0.4).

Furthermore, we have demonstrated that by reserving a smaller portion
of the resources to clients that do not accept rate variations, we can more
easily meet the requirements from them. This was discussed already in
Example 2.6, when introducing the service level agreements, in Section 2.3.2.
Services, posing strict requirements on both throughput and delay, should
be regarded as costly, and therefore be priced accordingly.

In the next chapter we will elaborate on the issues presented here, and also
run longer simulations, using the emulated channels from the ray tracing
models described in Section 8.2.4.
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Chapter 9
Case Study

In the Wireless IP project, a system proposal for future mobile communi-
cation services, has been developed, as outlined in Section 4.3.5. The case
study in this chapter focuses on the downlink of the system, which is flexible
and well suited for implementation of the services described in this thesis.
By this case study, we will shed some light on the possible shortcomings
and advantages of applying different scheduling and service level control
algorithms, to this type of system.

We will present the performance of two scheduling algorithms in combi-
nation with two service level control algorithms. These are:

• PID service level control (SLC) with ITER scheduling, in Section 9.3

• PID SLC with SBA scheduling, in Section 9.4

• Linear program (LP) SLC with SBA scheduling, in Section 9.5

• LP SLC with ITER scheduling, in Section 9.6

The choice of these combinations is motivated by the fact that the algorithms
are completely different in their approach, both for SLC and for scheduling.
ITER here represents the quadratic scheduling criterion, whereas SBA rep-
resents the probability based scheduling criterion. PID represents linear
feedback service level control, while LP represents the mathematical pro-
gram based service level control.

We begin by outlining the underlying assumptions in the case study sim-
ulations in Section 9.1 and Section 9.2. Then we perform the simulations
for each case in Sections 9.3 to 9.6, before we conclude the case study in
Section 9.7.

159
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9.1 Mobile Environment

In the simulations we will use the emulated channels described in Sec-
tion 8.2.4 with the parameters given in Table 8.2 on page 136. Furthermore,
the assumptions outlined in Section 8.1, apply also to the simulations in this
case study.

We have chosen to simulate a case with 13 simultaneous users,1 that will
be uniformly distributed in space, leading to the average SNR distribution
according to Equation (8.2) due to path loss. For 13 users, the average SNR
values (and their relative distances) are given in Table 9.1, and the values
are also presented in Figure 9.1.

u 1 2 3 4 5 6
l(u) 1 3.6 4.7 5.5 6.2 6.8
Γ̄(u) 40 20.5 16.6 14.1 12.3 10.8
7 8 9 10 11 12 13

7.4 7.9 8.4 8.8 9.2 9.6 10.0
9.7 8.6 7.7 7.0 6.2 5.6 5

Table 9.1: Relative distance, l(u), and SNR distribution, Γ̄(u), for 13 users.

Combining the average SNRs from Table 9.1 with the small-scale fading
variations from the emulated channels presented in Figure 8.1, will result in
13 different channel traces that we may use as model for the mobile environ-
ment. The resulting channels are presented in Figure 9.2, that corresponds
to the data presented in Figure 8.1, but with the average values added to it.
In the presented case study, we have applied channel number 1 to user num-
ber 1, and so on, leading to channel number 1 being applied to the closest
user, and channel number 13 to the farthest user.

9.2 Service Levels

The QoS parameters for the different users are displayed in Table 9.2. In
order to incur some change on the simulated system, apart from the channel
variations, each of the “fixed rate” service users will demand a doubling of
their transmission rate somewhere along the simulated time. In the sim-
ulations presented here, every 2000th time slot, one “fixed rate” user will
demand a doubling of its admitted rate.

1Adding more users would not reveal significant new features.
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Figure 9.1: The relative distance for 13 mobile terminals from the base station,
and the resulting received average SNR in dB. The mobile receiver that is closest
to the base station is constrained to have a received power of 40 dB, whereas it
follows that the mobile that is 10 times farther away will have a received power of
5 dB, given a path loss factor of α = 3.5 in Equation (8.2) on page 132.

Example 9.1: Translation from MB/s to BPSK bins/time slot

In the studied system we have a time-frequency bin structure with a subdi-
vision of the 5 MHz frequency band into 25 frequency bins, each containing
20 subcarriers. Time is divided into bins of 6 symbols each, with a period
of 0.667 ms. Thus, each time-frequency bin contains 120 symbols, out of
which we use 108 symbols for payload data, whereas 12 symbols are used
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Figure 9.2: The 13 emulated channels with the imposed average SNR due to path
loss. The image is presented with lower resolution in both time and frequency than
the data itself.

for control signalling and pilots. Since

1MB/s = 1 · 10242 · 8 bits/s (9.1)

=
1 · 10242 · 8

108
· 0.667 · 10−3 BPSK bins/time slot (9.2)

= 51.81 BPSK bins/time slot, (9.3)

an admitted rate of 1 MB/s to one session, implies that its output buffer
will be filled with 51.81 data units, corresponding to 51.81 BPSK bins, in
each scheduling round.
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User Min rate Max rate Min price Max price
1 0.01 MB/s 1 MB/s 0.01 0.4
2 0.05 MB/s 0.05 MB/s 0.2 0.2
3 0.05 MB/s 0.05 MB/s 0.2 0.2
4 0.05 MB/s 0.05 MB/s 0.2 0.2
5 0.05 MB/s 0.05 MB/s 0.2 0.2
6 0.01 MB/s 1 MB/s 0.01 0.6
7 0.05 MB/s 0.05 MB/s 0.2 0.2
8 0.05 MB/s 0.05 MB/s 0.2 0.2
9 0.05 MB/s 0.05 MB/s 0.2 0.2
10 0.05 MB/s 0.05 MB/s 0.2 0.2
11 0.01 MB/s 1 MB/s 0.01 0.6
12 0.05 MB/s 0.05 MB/s 0.2 0.2
13 0.05 MB/s 0.05 MB/s 0.2 0.2

Table 9.2: Service level parameters for the 13 users. Users 1, 6, and 11 are regarded
as “best effort” users, for which the service level controller may adapt the admitted
rates. The other users may be regarded as belonging to a “fixed rate” service.
They only accept one given admitted transmission rate, and if it is not provided, a
substantial economical compensation will have to be credited to their accounts.

9.3 ITER Scheduling and PID-based Service Level
Control

The first case we will study consists of a PID controller, controlling the
service level, and the ITER algorithm performing the scheduling. This is
the least complex of all four alternative cases that we will study in this
chapter. Therefore, we hope to find that its performance is comparable
with other, slightly more complex, implementations.

9.3.1 PID controller

In order to provide a manageable load for the scheduler, we let a service level
controller (SLC), that is part of the admission control (AC), monitor and
adjust the load for the scheduler. When the channel qualities allow, then the
SLC will increase the throughput requirements within the limits set by the
admission policy (AP) entity, see Chapter 3. Conversely, when the channel
qualities deteriorate, the SLC will reduce the throughput requirements.

In this case study, we let one scalar PID controller, as described in Exam-
ple 3.6 on page 49, handle the buffer monitoring and adjustment of all the
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admitted data rates, through client dependent adaptive gains, Ku. It thus
works as a single-input, multiple-output (SIMO) controller.

The PID controller is consulted every 40:th time-slot, that is, the admitted
rates are adjusted every 40 ·0.667 ms = 26.68 ms. However, we will explore
the impact of the choice of SLC interval in Section 9.3.6.

Example 9.2: PID parameters

A PID controller is characterized by a number of parameters that have to
be tuned for the PID controller to work efficiently. They have been presented
in Definition 3.3 on page 47. In the present case study we have set the values
of the parameters as follows: The control gains for the different components
in the PID expression from Example 3.6, Ku, KI , and KD are set to

Ku = 0.004

√
E

sign(e)
u

Ur
,

where Ur is the number of controlled sessions, Eu is the cost efficiency defined
in Definition 3.4 on page 49, and e is the control error,

KI = 1,

and
KD = 0.

The choices of KI and KD are the standard initial parameters before tuning,
whereas K = 0.004 was found after tuning in order to achieve a controller
yielding smooth, but not too slow, control signals. There is thus room for
additional tuning.

Recall from (3.7) and (3.8), that the price model is an integral part of Eu

and will thus affect the gain of the PID. Note also that in the current setup,
according to Table 9.2, the SLC can only adjust the rates of clients 1, 6, and
11.

9.3.2 ITER Scheduling Controlling Buffer Levels

In this section, we conduct three simulations using the parameters presented
above, but we (or rather the admission policy (AP), see Chapter 3) vary the
target buffer levels for the PID regulators, thereby primarily affecting the
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resulting delay, but also the total throughput. We use the emulated channels
with the imposed average SNR due to path loss, according to Table 9.1 and
Figure 9.2. The results are presented in Figure 9.3 to Figure 9.5. In Figures
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(b) Delay distribution

Figure 9.3: Token rates and delay distributions as controlled by the service level
controller PID. Token rates are represented in MB/s, and delay distributions in
fractions of the total amount of transmitted data. The reference buffer level is 200
BPSK bins. The buffers are drained according to the ITER algorithm, resulting in
an accumulated throughput of 35.38 MB during 15 seconds (2.36 MB/s).

9.3(b), 9.4(b), and 9.5(b), we can see how the delay distributions vary as we
let the AP vary the target buffer levels between the different simulations. In
Figure 9.3(b), we have let the AP set the buffer level target to 200 BPSK
bins, which is twice as much as for the case in Figure 9.4(b), which in turn
is twice as much as that in Figure 9.5(b).

Observation 9.1: Less queueing delay for smaller buffer target
As the buffer level targets are reduced, the queueing delays become smaller.

This makes sense, since there is less data waiting between having been admit-
ted and being transmitted, when having smaller buffer targets, than when
having larger buffer targets. If we look at the 80% level in the three figures,
that is where 80% of the transmitted data experiences less delay than x ms,
then we can see that the corresponding delay varies proportionally to the
buffer level target. It is

• 40 ms for buffer level target 200 (Figure 9.3(b)),
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(b) Delay distribution

Figure 9.4: Token rates and delay distributions as controlled by the service level
controller PID. Token rates are represented in MB/s, and delay distributions in
fractions of the total amount of transmitted data. The reference buffer level is 100
BPSK bins. The buffers are drained according to the ITER algorithm, resulting in
an accumulated throughput of 35.25 MB during 15 seconds (2.35 MB/s).

• 20 ms for buffer level target 100 (Figure 9.4(b)), and

• 10 ms for buffer level target 50 (Figure 9.5(b)).

In order push the performance of the system further, we have run simulations
also for target buffer levels of 25, 12, 6, and 3, resulting in the delays and
throughputs presented in Table 9.3.

r̂ [BPSK bins] 200 100 50 25 12 6 3
d80% [ms] 40 20 10 5 2.4 1.2 0.6
C̄ [MB/s] 2.36 2.35 2.31 2.24 2.10 1.95 1.79

Table 9.3: Target buffer level, 80-percentile delay for worst user, and total
average achieved throughput. The values are also presented in Figure 9.6(a)
and Figure 9.6(b), below.

We have also in Figure 9.6(a) and Figure 9.6(b) plotted the data from
Table 9.3. They show the total average achieved throughput (summed over
all clients) over the 15 seconds that the simulation lasted, versus the delay
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(b) Delay distribution

Figure 9.5: Token rates and delay distributions as controlled by the service level
controller PID. Token rates are represented in MB/s, and delay distributions in
fractions of the total amount of transmitted data. The reference buffer level is 50
BPSK bins. The buffers are drained according to the ITER algorithm, resulting in
an accumulated throughput of 34.61 MB during 15 seconds (2.31 MB/s).

for 80% of the data for the worst user. This is summarized in Observation
9.2.

Observation 9.2: Lower throughput for smaller buffer target

The delay reduction discussed in Observation 9.1 comes at a certain through-
put cost. The throughput versus delay plots in Figure 9.6(a) and Fig-
ure 9.6(b), indicate that there is a throughput-delay trade-off.

The purpose of having buffers at all is to give the scheduler an opportu-
nity to behave opportunistically, and select for transmission the data flows
that currently have good channel conditions. This opportunistic behaviour
requires that the different data flows have data “standing by”, ready for
transmission, as we have in the output buffers or queues.

Having more data than 200 BPSK bins standing by for each client, in
each scheduling round (time slot), is in our system pointless, since that is
what we maximally can transmit during one time slot (25 frequency bins
with 8-bit (256-QAM) modulation). Therefore, target buffer levels larger
than that should be avoided. Having a larger number of active clients, the
target buffer levels can be reduced further. However, larger buffers may be
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Figure 9.6: Average throughput C̄ versus the maximum delay for 80% of the data
for the worst client d80%, 9.6(a) with linear scale, and 9.6(b) with logaritmic scale
on the delay.

required for the purpose of traffic shaping.
We would expect that less data in the “stand by” position would lead to

less possibilities for the scheduler to exploit the transmission opportunities.
We can see that when reducing the target buffer level from 200 to 50 BPSK
bins, and thereby reducing the maximum delay for 80% of the data with a
factor of 4, we only reduce the achieved throughput with 2%, from 35.38
MB to 34.61 MB. However, reducing it even more, such as to 3 BPSK bins,
results in a throughput reduction of 24%. From Observation 9.2 and the
discussion above, we conclude that we should avoid filling up the buffers
more than necessary.

Observation 9.3: Lower admitted rate fluctuations for smaller buffer
target

In Figures 9.3(a), 9.4(a), and 9.5(a), we can see how the service level
controller adapts the admitted rates according to the channel variations.
Studying the admitted rate variations for the controlled users (1, 6, and 11),
we see that for smaller buffer target levels, we obtain smaller variations in
the control signals from the PID controller, which is due to the consequently
smaller error signals, e, in (3.2).

In order to avoid too slow control actions from the PID controller, it is
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thus necessary to adjust the control gain, K in (3.2), should the buffer level
targets change much.

Observation 9.4: Delay variations among fixed rate service users
In Figures 9.3(b), 9.4(b), and 9.5(b), it is clearly the case that, for the

“fixed rate” service users, the user with the largest delay has approximately
twice the delay of the one with the smallest delay. It is also clear that it is
always client 13 that has the largest delay, and client 2 that has the smallest
delay, among these clients, in all three cases. This is due to that client 2
doubles its admitted rate early in the simulation, while client 13 does that
almost in the end. Since all clients have approximately the same output
buffer level, this would lead to client 2 obtaining less queueing delay, due to
its higher service rate.

Observation 9.4 points at a drawback of controlling the buffer levels, with-
out taking the admitted rates into account, thereby controlling the delays.
In Section 9.3.5 we will introduce the external priority in order to indirectly
control the delays, by individually adjusting the target buffer levels, and the
weighting factor Pu. However, if there are no explicit delay requirements
other than “as small as possible”, then the network operator can in simi-
lar cases allow itself to use target buffer levels of about 25-50 BPSK bins,
without significant loss of throughput, in order to provide a low scheduling
latency.

9.3.3 ITER Scheduling with Saturated Service Level Control

In the following simulation we illustrate what happens when the admission
control has admitted too many users or given them too high transmission
rates, as compared to what the channels can handle. The service level
parameters are basically the same as for the simulations in Section 9.3.2,
except that for the “fixed rate” service users we have doubled their through-
put requirements from 0.05 MB/sec (410 kbps) to 0.1 MB/sec (819 kbps).
Furthermore, every 2000th time slot, one of them will still double its rate re-
quirement, as in the previous experiment. This will drive the PID SLC into
the saturated state, as illustrated in Figure 9.7. It is worth noting the “fixed-
rate” clients that sequentially double their admitted rates from 0.1 MB/s to
0.2 MB/s, every 2000:th time-slot, in the lower part of Figure 9.7(a).

Observation 9.5: Indefinite delays when admission control fails
In Figure 9.7(c) we see that the delays may grow to infinity when the rates

into the output buffers are too high for the channels to handle. In this case,
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(c) Delay distribution

Figure 9.7: Token rates and delay distributions as controlled by the service level
controller PID. Token rates are represented in MB/s, buffer levels in BPSK bins,
and delay distributions in fractions of the total amount of transmitted data. The
reference buffer level is 50 BPSK bins. The buffers are drained according to the
ITER algorithm, resulting in an accumulated throughput of 28.62 MB.

this is particularly clear until time slot 5000 for the controlled “best effort”
service users, that reduce their input rates to the minimum (Figure 9.7(a)),
but still face high buffer levels (Figure 9.7(b)), leading to large delays for
their admitted data.

A well working admission control should avoid this problem by handing off,
or dropping, some clients, depending on the SLA pricing models and the
channel qualities that different clients experience. The problem of queue
stability is discussed further in Appendix B.

Observation 9.6: Throughput reduction caused by a low rate flexibility

In Figure 9.7 we see that the total accumulated data throughput is 28.62
MB during 15 s, which is 17% less than the comparable case in Figure
9.5. The throughput reduction makes sense, since by “reserving” a large
portion of the resources for the “fixed rate” service users, we have reduced
the possibility for the “best effort” service to exploit the long term channel
variations with the service level control.
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9.3.4 Controlling Buffers with More Flexible Clients

In this section we will replace some of the “fixed rate” service users with
“best effort” service users, in order to increase flexibility for the admission
controller’s service level control entity. We hope to see that allowing more
flexibility will increase the total throughput. In Table 9.4 we present the
current service level parameters in this simulation setup. The target buffer
level for the SLC is set to 50 BPSK bins2. The results are presented in
Figures 9.8(a) to 9.8(b), and discussed in Observation 9.7.

User Min rate Max rate Min price Max price
1 0.01 MB/s 1 MB/s 0.01 0.4
2 0.05 MB/s 0.05 MB/s 0.2 0.2
3 0.01 MB/s 1 MB/s 0.01 0.4
4 0.05 MB/s 0.05 MB/s 0.2 0.2
5 0.05 MB/s 0.05 MB/s 0.2 0.2
6 0.01 MB/s 1 MB/s 0.01 0.6
7 0.05 MB/s 0.05 MB/s 0.2 0.2
8 0.05 MB/s 0.05 MB/s 0.2 0.2
9 0.01 MB/s 1 MB/s 0.01 0.4
10 0.05 MB/s 0.05 MB/s 0.2 0.2
11 0.01 MB/s 1 MB/s 0.01 0.6
12 0.05 MB/s 0.05 MB/s 0.2 0.2
13 0.01 MB/s 1 MB/s 0.01 0.4

Table 9.4: Service level parameters for the 13 users. Users 1, 3, 6, 9, 11, and 13
are here regarded as “best effort” users, for which the service level controller may
adapt the admitted rates. The other users may be regarded as belonging to a “fixed
rate” service. They only accept one given admitted transmission rate, and if it is
not provided, a substantial economical compensation will have to be credited to
their accounts.

Observation 9.7: Higher data throughput with more “best effort” users

Comparing Figure 9.8 to Figure 9.5, that has the same target buffer level,
we see that by making a larger number of the active sessions “best effort”,
we can increase the total data throughput. The resulting throughput of
35.49 MB is even higher than for the case in Figure 9.3, when we had four
times larger buffer target, and thus more flexibility for the scheduler, at the

2Here, all clients have the same target buffer level, but they may as well have different
target levels, which will be the case in Section 9.3.5.
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(b) Delay distribution

Figure 9.8: Token rates and delay distributions as controlled by the service level
controller PID. In this simulation, six of the clients are “best effort” (1, 3, 6, 9, 11,
and 13). Token rates are represented in MB/s, and delay distributions in fractions
of the total amount of transmitted data. The reference buffer level is 50 BPSK
bins. The buffers are drained according to the ITER algorithm, resulting in an
accumulated throughput of 35.49 MB, during 15 seconds.

expense of a higher delay. The substantial gain is due to the possibility for
the SLC to reduce the rates of users 9 and 13, that have rather bad channel
conditions throughout the simulation (except for user 9 around time slot
20000, as can be seen in Figure 9.8(a)), and that user 3 can be allowed to
increase its rate due to favourable channel conditions.

9.3.5 ITER Scheduling Controlling Delays

It is possible to control the delays explicitly, by means of setting different
external priorities to different clients. However, a requirement is that the
admission control does a good job in adjusting the work load for the sched-
uler. In the following simulation we demonstrate this by setting the target
delay to 20 time-slots (13.3 ms), and then setting the external priority Pue

according to (6.6) and (6.7).
The error signal (3.3) from Definition 3.3 is calculated from the feedback
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signal y, which we here set to

y = max
u

ru

r̂u
,

where r̂u is the target buffer level calculated from Little’s formula in Equa-
tion (6.6), and ru is the buffer level for client u. This signal is subtracted
from the reference signal q = 1 (if r̂u = ru, then yu = 1). Thus,

e(t) = 1 − max
u

ru

r̂u
. (9.4)

We present the results obtained using (9.4) in the PID regulator, and
r̂u = 20 BPSK bins, with the other simulation parameters being identical
to those in Section 9.3.2, in Figure 9.9.
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(b) Delay distribution

Figure 9.9: Token rates and delay distributions as controlled by the service level
controller PID. Token rates are represented in MB/s, and delay distributions in
fractions of the total amount of transmitted data. The buffers are drained accord-
ing to the delay-balanced ITER algorithm, by setting the external priority Pue

according to (6.6) and (6.7), resulting in an accumulated throughput of 34.79 MB
during 15 seconds. The target delay is 13.3 ms.

Obviously, it is possible to indirectly control delays with the ITER algo-
rithm, by means of assigning rate-dependent individual

• external priorities Pue for the scheduler, and

• buffer level targets r̂u for the SLC.
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9.3.6 PID SLC with Slower Sampling

It may be required to slow down the rate adaptation of the admission con-
trol, in order for the communicating applications to cope with the changes.
We have here run a simulation where we have increased the sampling in-
terval for the PID SLC from 26.68 ms to 266.8 ms, which corresponds to
a relatively slow round-trip time for a TCP data packet. The control gain
K, see Example 3.6 on page 49, has been adjusted to become slightly more
careful, by reducing it from K = 0.4 in Section 9.3.5 to K = 0.1, since we
have reduced the target delay to 10 time slots (6.67 ms). This reduction
is required as compensation for the lower target buffer level, r̂u, that in
Equation (9.4) will affect the error signal, e, as a higher gain on the feed-
back signal y = maxu

ru
r̂u

. All other service requirements are the same as in
Table 9.2. We see the results from this simulation in Figure 9.10.
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(b) Delay distribution

Figure 9.10: Token rates and delay distributions as controlled by the service level
controller PID, now updating the rates only every 400:th time-slot. Token rates
are represented in MB/s, and delay distributions in fractions of the total amount of
transmitted data. The buffers are drained according to the delay-balanced ITER
algorithm, by setting the external priority Pue according to (6.6) and (6.7), resulting
in an accumulated throughput of 29.16 MB during 15 seconds. The target delay is
6.67 ms, however, many clients experience larger delays on a large portion of their
data, since the fading channels vary faster than the SLC does. Clearly, the buffer
levels grow large when the SLC is too slow.
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Observation 9.8: Too slow SLC increases delays
The result of having a very slow admission control is that the buffer levels

may grow between the rate updates, and thus also the delays, since the
channel properties vary faster than the assigned rates. For delay sensitive
clients, this may be unacceptable. It is clear that the SLC must be updated
faster than every 300 ms, when using PID SLC and ITER scheduling in
combination with delay-sensitive clients.

When used in combination with ITER scheduling, the SLC should be up-
dated at the rate of the slow channel variations (the large scale, or shadow
fading), to fully exploit these variations, but also to avoid increased de-
lays due to mismatching resource demand and availability. In Section 9.4.3
we will explore how the SBA scheduling algorithm handles longer update
intervals.

9.3.7 Conclusions from ITER Scheduling with PID SLC

We have seen that delay requirements can be supported, by means of con-
trolling the individual buffer levels. This requires that the SLC works at
a rather high update rate, perhaps higher than some communicating appli-
cations, and their protocols, may be able to handle, in order not to starve
clients with tight delay requirements.

9.4 SBA Scheduling and PID Service Level Con-
trol

We will here combine the SBA scheduler, described in Section 7.4.2, with
the PID service level controller, described in Example 3.6 on page 49. The
service level parameters are given in Table 9.2, and also in these simulations,
each “fixed rate” client will double its rate every 2000:th time-slot.

The purpose is to explore what influence the target failure probability
P̂F

u will have on the performance, and also to see whether narrower delay
requirements have a large impact on the peformance.

9.4.1 PID Controller

The SBA scheduling algorithm works with probabilities, and the PID SLC
will regulate the admitted rates with respect to the failure probability, P F

u .
The PID controller will be almost identical to the one described in Exam-
ple 9.2 in Section 9.3.1, except for the gain factor K, that here is set to
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K = 0.4, yielding

Ku = 0.4

√
E

sign(e)
u

Ur
,

where Eu is the cost efficiency from (3.7) and (3.8), e is the control error,
and Ur is the number of controlled clients. The gain K is increased as
compared to the PID gain used in combination with the ITER scheduling
algorithm, since the feedback signal y, and the reference signal q, used for
calculation of the control error, e = q − y, are here the remaining maximum
failure probability y = maxu PF

u , and the target failure probability q = P̂F
u ,

after the scheduling round. Since 0 ≤ P F
u ≤ 1, then the error will be in the

interval −1 ≤ e ≤ 1, which is much less than for the ITER scheduling case
described in Section 9.3.1, where the error signal is calculated directly from
the buffer levels.

In this case we will have a common target failure probability for all clients,
but it is possible to have individual targets, in order to deliver different
service quality levels.

9.4.2 SBA Scheduling Controlling Delays

In Figure 9.11, we present a simulation where the target delay for the SBA
scheduling algorithm was set to 20 time-slots, that is 13.3 ms. The target
failure probability for the PID SLC was set to 50% in this first simulation,
but in the subsequent simulations we will reduce it to 30% and 10%, respec-
tively, to illustrate the effect of having different target failure probabilities.
In Figure 9.11(a) we see that the admitted rates are rather high, but lower
than for the corresponding simulation with the ITER scheduling algorithm,
in Figure 9.9. However, we see a different behaviour in the delay distribu-
tions. The target delay and the failure probability is marked with a star
(*) in Figure 9.11(b), and we can see how the delay distribution curves for
clients 1 and 6, almost exactly meet the delay requirements (for client 1,
80% of the data has a delay in the interval 11 ≤ d ≤ 15 ms).

In the simulation presented in Figure 9.12, we have kept the target delay,
but changed the target failure probability from 50% to 30%. As compared to
Figure 9.11, Figure 9.12 shows a significantly improved delay performance,
at the expense of a slightly reduced throughput, from 30.29 MB to 29.14
MB during 15 seconds.

In this last simulation, presented in Figure 9.13, we have kept the target
delay, but reduced the target failure probability even more, to 10%. For
the case presented in Figure 9.13, the delay has improved further, with
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(b) Delay distribution

Figure 9.11: Token rates and delay distributions as controlled by the service level
controller PID. Token rates are represented in MB/s, and delay distributions in
fractions of the total amount of transmitted data. The buffers are drained according
to the SBA algorithm, resulting in an accumulated throughput of 30.29 MB during
15 seconds. The target delay is 13.3 ms, and the target failure probability is 50%,
indicated by the star (*) in Figure 9.11(b).

another slight reduction in throughput, from 29.14 MB to 27.30 MB during
15 seconds.

Observation 9.9: Tighter delays give less throughput

Again, as in the case with the ITER algorithm in Section 9.3.2, we note
that tightening the delay requirements results in a reduced throughput.

However, it is worth noting how well the explicit delay requirements are met
by the combination of a PID SLC with an SBA scheduling algorithm, in all
three cases described above.

9.4.3 PID SLC with Slower Sampling

We will here explore how the SBA scheduling algorithm handles longer up-
date intervals. From Section 9.3.6, we learned that with the ITER algorithm,
the delays grew large for all clients when the channel worsened faster than
the SLC could react. We hope that the SBA scheduling algorithm will not
give the same result, since we observed in Observation 8.11, on page 154,
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(b) Delay distribution

Figure 9.12: Token rates and delay distributions as controlled by the service level
controller PID. Token rates are represented in MB/s, and delay distributions in
fractions of the total amount of transmitted data. The buffers are drained according
to the SBA algorithm, resulting in an accumulated throughput of 29.14 MB during
15 seconds. The target delay is 13.3 ms, and the target failure probability is 30%,
indicated by the star (*) in Figure 9.12(b).

that the SBA algorithm tends to “give up” on clients that are assigned too
high rates, thereby saving more resources to the other clients. We present
the results in Figure 9.14.

In Figure 9.14 we see how the admitted rates fail to reach the same lev-
els as in the previous simulations. The rate changes also show a slightly
oscillative behaviour with large increments followed by smaller decrements,
indicating that the PID controller outputs slightly too large control incre-
ments. However, the delay requirements are well met by the scheduler, in
the sense that the actual failure probabilities are near the target.

Observation 9.10: Failure probability still high
As seen in Figure 9.14(b), the delays are still large for a substantial fraction

of the transmitted data. Furthermore, the resulting throughput of 27.3
MB during 15 seconds is even less than that for the ITER algorithm in
Section 9.3.6, therefore failing to outperform the ITER algorithm in terms
of delay and throughput.
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(b) Delay distribution

Figure 9.13: Token rates and delay distributions as controlled by the service level
controller PID. Token rates are represented in MB/s, and delay distributions in
fractions of the total amount of transmitted data. The buffers are drained according
to the SBA algorithm, resulting in an accumulated throughput of 27.3 MB during
15 seconds. The target delay is 13.3 ms, and the target failure probability is 10%,
indicated by the star (*) in Figure 9.13(b).

In order to see the effects of more narrow delay requirements, we alter the
failure probability to be P F

u = 10%, and the target delay to be Tu = 10 time
slots, that is 6.67 ms. The results are presented in Figure 9.15.

As we can see from Figure 9.15, the PID SLC becomes very cautious
when controlling the rates, since the target failure probability is set so low.
However, it is interesting to note the relatively high admitted rate assigned
to client number 11, in Figure 9.15(a). It is approximately half that of the
rate assigned to client number 1, resembling the case in Figure 9.10(a), but
at a lower absolute rate.

Observation 9.11: Delay requirements yield considerably reduced through-
put

Because of the low target failure probability, and the low target delay,
the throughput is considerably reduced, with more than 20%. However, the
delay requirements are fulfilled.
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(b) Delay distribution

Figure 9.14: Token rates and delay distributions as controlled by the service level
controller PID. Token rates are represented in MB/s, and delay distributions in
fractions of the total amount of transmitted data. The SLC is updated every 400:th
time-slot. The buffers are drained according to the SBA algorithm, resulting in an
accumulated throughput of 27.3 MB during 15 seconds. The target delay is 13.3 ms,
and the target failure probability is 30%, indicated by the star (*) in Figure 9.14(b).

9.4.4 Conclusions from SBA Scheduling with PID SLC

From Observations 9.10 and 9.11 we again conclude that services with tight
delay requirements have to yield a higher price for the same throughput,
than services with less strict delay requirements. The bottom line is that
we were not helped by the change of scheduling algorithms.

9.5 SBA Scheduling with Linear Program SLC

As we pointed out in Section 3.3.2, we expect the linear program service level
control to find optimal rate allocations, in terms of maximizing revenue.

9.5.1 Linear Program

In order to create a linear program that solves the same rate control problem
as the previously presented PID controllers did, we need to express our price
models in terms of a linear objective function (3.9) and rate limits (3.11),
from page 52. Furthermore, the cost efficiency and the available resources
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(b) Delay distribution

Figure 9.15: Token rates and delay distributions as controlled by the service level
controller PID. Token rates are represented in MB/s, and delay distributions in
fractions of the total amount of transmitted data. The SLC is updated every
400:th time-slot. The target delay is 6.67 ms, and the target failure probability is
10%, indicated by the star (*) in Figure 9.15(b). The buffers are drained according
to the SBA algorithm, resulting in an accumulated throughput of 21.63 MB during
15 seconds.

come in as constraints through Equation (3.10).

Example 9.3: LP formulation of price model from Table 9.2

In the objective function (3.9), the price model dictates the values of the
parameters ∆eu

∆Iu
, according to

∆eu

∆Iu
=

Price max - Price min
Rate max - Rate min

, (9.5)

unless it is a fixed rate service. For fixed rate servcies, such as all clients in
Table 9.2 except for clients 1, 6, and 11, the value we set in (9.5) does not
matter, since the SLC cannot change their rates. Thus, for client number 1,
we have

∆e1

∆I1
=

0.4 − 0.01
1 − 0.01

= 0.3939 [Cents/(MB/s)]

The upper and lower rate limits from the price model, I and I, respectively,
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also come in through the constraints (3.11), as

Iu ≤ Iu ≤ Iu, (9.6)

which in the case for client number 1 becomes (see Table 9.2)

0.01 ≤ I1 ≤ 1,

and for the fixed-rate client number 2 becomes

0.05 ≤ I2 ≤ 0.05.

To include also the cost of supplying the resources, in the linear program,
we set the paramters in (3.10) according to the following example.

Example 9.4: Inclusion of cost and resource constraints into the LP for-
mulation

Assuming we express the admitted rates Iu in MB/s (megabytes per sec-
ond), the average allocated bin capacity Cu in bits per symbol, and the
available resources in symbols per second, Equation (3.10) becomes

U∑
u=1

Iu

Cu
≤ S · ns

Ts
· 1
8 · 10242

, (9.7)

where S is the number of available resource bins in one scheduling round,
ns is the number of payload symbols in one resource bin, and Ts is the time
duration of a scheduling round (time slot). For our example system, S = 25
bins, ns = 108 symbols , and Ts = 0.667 · 10−3 seconds.

9.5.2 LP SLC Without Buffer Level Rate Correction

In Figure 9.16 we present the result of applying the SBA scheduler to the
offered load as controlled by the linear program in Section 9.5.1. Clearly, the
buffer levels grow out of bounds after time slot number 15000, which also
shows in the delay distribution. The reason for this growth is that client
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(c) Delay distribution

Figure 9.16: Token rates, buffer levels, and delay distribution, as assigned by the
Linear Program service level controller. Token rates are represented in MB/s,
and delay distributions in fractions of the total amount of transmitted data. The
buffers are drained according to the SBA algorithm, resulting in an accumulated
throughput of 32.53 MB during 15 seconds.

number 1 meets slightly worse channels than its admission has calculated
for, which results in more tokens remaining in the buffer than there would
have been, had the channels been better. Since the linear program rate
controller does not take this remaining level into account, the buffers will
integrate up the remaining tokens with the new tokens. In order to address
this issue, in the following section we make a slight correction to the decision
made by the linear program.

9.5.3 LP SLC With Buffer Level Rate Correction

We will now test the same linear program as in the previous section, but
we will apply a simple correction to the calculated optimal rate, in order
to accomodate also the old data (or tokens) that is already waiting in the
buffer for transmission, and not only the incoming data.

Example 9.5: Adjustment of admitted rates in order to control delay

The idea behind our modification of the LP decision is to make the LP
decision “aware” of the buffers and their levels. In order to control the delay,
we will have to calculate the required rate, Îu, to take the buffer level from
the current level, ru, to the level r̂u that corresponds to the client’s delay
requirements (according to Little’s theorem, in (6.6)), during the time until
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the next SLC decision (40 time slots):

Îu =
r̂u − ru

40
(9.8)

This required rate, Îu, is subtracted from the LP decision Iu. The resulting
rate Iu − Îu also has to be limited by the rate limits in Equation (3.11).

In Figure 9.17 we present the impact of this correction. Note the difference in
scaling on the delay axes when comparing Figure 9.17(b) to Figure 9.16(c).
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(b) Delay distribution

Figure 9.17: Token rates and delay distribution, as assigned by the Linear Program
service level controller. Token rates are represented in MB/s, and delay distribu-
tions in fractions of the total amount of transmitted data. The buffers are drained
according to the SBA algorithm, resulting in an accumulated throughput of 32.40
MB during 15 seconds. The target delay is set to 13.3 ms in (9.8).

Observation 9.12: Reduced delay and slightly reduced throughput
In Figure 9.17 we can see, as we expected, that the buffer level rate cor-

rection helped to substantially reduce the delay for all clients. Furthermore,
the effect on the total amount of transmitted data was not severe, although
the correction, in most cases resulted in a reduction of the admitted data
rates.
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Apparently, SLC by a linear program works rather well with the additional
buffer level dependent rate correction. This correction, or a better one3, is
required in order to uphold controlled and acceptable delays.

9.6 ITER Scheduling with Linear Program SLC

In this experiment, the linear program will be exactly the same as in Sec-
tion 9.5.3. We will also apply the same buffer level dependent rate correction
to the linear program solution. Note that there is no buffer-dependent feed-
back to the linear program, except for the post-correction of the calculated
optimal rates. There is thus no need to alter any parameters in the original4

linear problem formulation. The results of this simulation are presented in
Figure 9.18.
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(b) Delay distribution

Figure 9.18: Token rates and delay distributions as controlled by the linear pro-
gram service level controller. Token rates are represented in MB/s, and delay
distributions in fractions of the total amount of transmitted data. The SLC is up-
dated every 40:th time-slot and the target delay is 13.3 ms. The buffers are drained
according to the ITER algorithm, resulting in an accumulated throughput of 35.51
MB during 15 seconds.

3One could consider a non-constant correction that performs a larger rate correction
for a shorter time-interval, and then returns to the LP decision.

4Recall that we have to change the gains in the PID SLC, depending on what type
(absolute buffer level target, relative buffer level target, or, target failure probability) of
buffer level target we currently work with.
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From Figure 9.18(b) we can see that the delays are kept better with the
ITER scheduling algorithm than with the SBA scheduling algorithm. This is
also reflected in in the higher throughput obtained with the ITER algorithm,
which primarily is a result of better scheduling performance, and secondarily
a result of the resulting smaller buffer level rate corrections. To see this,
compare the top of Figure 9.18(a) to the top of Figure 9.17(a), and note
the “ripple” due to buffer level rate corrections in Figure 9.17(a), which is
hardly noticeable in Figure 9.18(a).

9.7 Conclusions

Two scheduling algorithms, one based on each citerion, have been tested in
combination with each of the proposed service level controllers, and evalu-
ated in terms of throughput and delay. Results show that both schedulers
can, when feasible, meet explicit throughput and delay requirements, while
at the same time allowing the service level controller to maximize revenue
by allocating the surplus resources to less demanding services.

The ITER scheduling algorithm, based on the quadratic criterion (6.2),
was found to perform better, in terms of throughput and delay, than the SBA
scheduling algorithm, which is based on the probabilistic criterion (7.15).

Clearly, as we can see in all comparable experiments, when we allow the
delays to increase up to a certain limit, as exemplified in Figure 9.6(b), then
we can exploit the full potential of the scheduling algorithms, and thus also
maintain a high throughput.



Chapter 10
Conclusions and Future Work

10.1 Conclusions

In this thesis we have presented a novel approach to resource allocation in
wireless communication systems in which economical aspects are explicitly
accounted for.

Network operators now have the possibility to fully differentiate between
different content providers through Service Level Agreements: Depending
on the requirements on throughput and delay, different price models can be
created to match the content provider’s profile.

We have proposed a resource allocation structure consisting of an admis-
sion controller and a scheduler, where the admission control function is split
in two parts: Admission Policy, for execution business decisions, and Service
Level Control for implementing the business decisions according to the dif-
ferent price models and the predicted channel quality. We have shown that
this structure has numerous advantages and that it manages to fulfill the
users’ requirements in terms of both delay and throughput while adhering
to the service level agreements.

The resource allocation structure presented in this thesis is both flexible
and powerful. It can be regarded as a cascade controller with the scheduler
in the inner loop, the service level controller in the middle and the admission
policy in the outer loop. From a control point of view this is attractive as
the different loops operate on different time scales. Thus we may introduce
optimisation on different levels, with revenue on the top level.

One of our main objectives has been to propose solutions that have low
complexity and as such could be implemented in current systems. For the
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service level control we have derived a novel approach where a single PID
controller governs the data flow to many users, the only difference among
the users being an adaptive gain updated by cost efficiency and channel
quality. We also show that service level control can be formulated as a lin-
ear programming problem. Both of these service level controllers are shown
to work nicely in a detailed case study, and on real world channel data.
The service level controller sets the target for the inner scheduling loop,
for which different scheduling strategies have been proposed, that take both
service requirements and varying channel properties into account. We have
thereafter investigated several approaches, both deterministic and stochas-
tic. Of particular interest are two novel approaches one of which is based on
a quadratic criterion and the other on estimated probability distributions.
Both these methods perform well in real scenarios and have an attractively
low complexity.

To fully evaluate the utility of the proposed resource allocation approach
a detailed simulation study has been conducted on a downlink OFDM pro-
posal for the fourth generation communication systems. Based on these
simulations we are confident that our approach to the resource allocation
problem is feasible and will, if implemented, perform well in line with a wide
variety of network operator objectives.

10.2 Where to go from Here

We lack a simple method for obtaining an optimal scheduling decision, given
the service rate CDF and the channel capacity CDF. In the thesis we chose
to use an intuitive approach, and that was to maximize the product of the
two, but it may be fruitful to consider more detailed and accurate models
of the overall probability of service success.

It may also be fruitful to pursue a scheduling criterion that takes into
account the influences from the neighboring cells, both positive and nega-
tive. This may have consequences also on the algorithmic complexity in the
scheduler, since we will have to consider the different possibilities:

• Totally non-cooperative transmissions

• Intereference reducing cooperation (silent interferer)

• Coherent combining cooperation (MISO transmission)
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Spatial Diversity Scheduling

In a two-cell case, a user being on the cell boundary may receive signals from
both base stations simultaneously and coherently, combining the signals into
one stronger signal. This approach does not only increase the received signal
power, but it also reduces the interference experienced by that user. The
SNIR for a user is given by

γu = 10 log

(
S0

Nu +
∑B

b=1 Sb

)
(10.1)

where B is the number of base stations, except for its home base station,
that affect that user. The signal may be enhanced for that user by letting
the strongest interfering base station transmit to that user coherently:

γu = 10 log

(
S0 + S1

Nu +
∑B

b=2 Sb

)
(10.2)

Taking signals from more base stations improves signal quality even more:

γu = 10 log

( ∑Bc
s=0 Ss

Nu +
∑B

b=Bc+1 Sb

)
(10.3)

An improvement of less than 6dB per participating base station is expected
from this approach. There is however a limit where capacity starts to reduce,
since mobiles in a cell will lose resource slots when their home base station
transmits to mobiles belonging to other base stations.

Interference scheduling

An alternative approach that may also increase signal quality for a user is
by simply letting the most interfering base station be quiet, thereby im-
proving the interference situation for that user. This approach will lead to
an improvement for user u of less than 3dB per participating base station.
However, this smaller improvement will come cheaper since there will not
be a need for coherent MISO transmission at the base stations. The signal
quality experienced by user u will then be

γu = 10 log

(
S0

Nu + Itot −
∑B

b=1 Sb

)
(10.4)

where B now is the amount of silent base stations and Itot is the interference
from all base stations under non-cooperative conditions.
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10.2.1 Other Applications

Throughout the creation of this thesis, the author has reflected that resource
allocation is not a problem only in wireless communications, or other obvious
applications, such as workshop scheduling, processor sharing, etc. Society
is filled with people that are working, or living, with a malfunctioning ad-
mission controller. They try to solve the problems by scheduling, but that
is a dead end. If the resources are short, scheduling won’t take you out of
the problem. Guilty conscience will grow like buffers under bad admission
control. If the load is too high, realize it, and reduce the input rate. Just
say no!



Appendix A
Background Material for Reference

A.1 Link Adaptation

We here give an introduction to radio link adaptation, in order to provide a
basic understanding for the potential of the flexibility that is introduced by
means of channel-predictive scheduling.

A.1.1 Modulation

Modulation is the process of translating digital information into physical
wave-forms that can be transmitted over a radio channel, or on a copper wire.
The process has to be reversible, so that a receiver can detect the signal and
estimate the transmitted information. There are many ways for modulating
a digital signal onto a radio channel. One way is through changing the
amplitude of the radio signal, Amplitude Modulation or AM. Another way
is through changing the phase of the radio signal, Phase Modulation or PM.
These are only two examples of how digital information can be represented
for transmission, and probably, all methods have not yet been invented. In
traditional digital communication systems, either PM or AM are used, or a
combination of them, namely QAM (Quadrature AM), that uses amplitude
information in two orthogonal phase directions.

The modulation alphabet complexity determines the number of bits that
can be transmitted within one modulated symbol. The more complex the
alphabet, the narrower the gap between the different symbols in the decision
space, the higher the probability for an error in the detection of the symbol.
To compensate for a more complex modulation alphabet in order to maintain
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a constant error rate, either the transmission rate has to be reduced by
transmitting the same symbol for a longer time, or, the transmission power
has to be increased.

A.1.2 Channel Coding

In order to cope with unavoidable errors in the wireless transmission, channel
coding is used. The encoder adds redundancy to the transmitted bit stream,
so that the decoder is able to deduce when an error in the received bit stream
has occurred, and even make a correction if the error is not too extensive.
The more redundancy that is added to the bit stream, the more robust the
coding, and, the more errors can be corrected (to a certain limit). The
increased robustness is paid for by a reduction in the efficient bit rate, since
part of the allocated bandwidth has to be used for the added redundancy. A
central term in this context is the code rate, Rc, which is defined as the ratio
between the original bit-rate and the bit-rate after the encoder [57, 65, 86].

The impact of a temporary bad channel on the bit error rate when trans-
mitting digital information can be seen in Figure A.1. Here, the mobile
is transmitting with a constant modulation while the channel experiences
several fading dips.

If we instead let the mobiles adapt to the changing channel quality by
aiming at a target bit error rate (BER), or frame error rate (FER), through
variation of the modulation alphabet [23, 49, 54, 82, 83], then maybe the
problems can be mitigated. In Figure A.2, a simple illustration of this
idea is given. The left hand diagram illustrates the Symbol-to-Noise-and-
Interference Ratio (SNIR) variation of a typical Rayleigh fading narrow-band
channel, while the right hand part illustrates how the level of modulation can
be selected for a pre-specified symbol error probability. The target symbol
error rate is set to 1/105 and the allowed modulation formats can be found as
a function of the current SNIR, which varies with time. Here 64-QAM could
be used as the maximum modulation level, thus transmitting six bits per
symbol when the channel is at its best. When the channel degrades, lower
powers of two are used with BPSK being the lowest level. As an example we
note that for an SNIR ≥ 22dB we can transmit during 150 time-slots (time-
slot 390 to time-slot 540) with a modulation level of 16-QAM at a symbol
error probability of PM ≤ 10−5. The results of two simulations with target
symbol error rates 1 of 10−3 (left), and 10−2 (right), are given in Figure A.3.
Here we can see that the bit error rates are much lower than in Figure A.1,

1The symbol error rate is approximately equal to the bit error rate in these examples,
since at these low BER levels, the most dominant error pattern is one bit per symbol
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Figure A.1: Constant BPSK (left) and QPSK (right) modulation and resulting
error bursts when the channel experiences fading dips, especially around frame
number 18. The two top graphs show the number of transmitted bits in each time-
frame, whereas the two lower graphs show the bit error rates in each frame. The
corresponding channel time variability is depicted in Figure A.2, where one frame
corresponds to 48 time-slots, or 5ms.

and relatively constant, whereas the transmission rates vary according to the
varying power of the received signal. The resulting throughput is defined
as the number of transmitted bits in each frame. The bit errors are not
subtracted in the definition of throughput that is commonly used, and is
used here. This is a choice based on the fact that different applications
require different link layer services, some of which can accept occasional
errors in the transmitted data, and some of which cannot.

A second step would be to introduce adaptive coding rates, so that the
error protection can be fine-tuned within each modulation interval [33, 40,
41]. This also gives a more fine-grained resolution of the channel capacity
C(u, s).

In a third step, assuming that all channels can be predicted, we could
use the predictions for concurrent resource allocation in a shared physical
medium. This is what is meant by the term scheduling, which is discussed
in Chapter 4.
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Figure A.2: SNIR trend and modulation level related to the symbol error probabil-
ity. On the right hand side we see how a chosen target error rate (10−5) translates
into a modulation level for a given SNIR.

A.1.3 Adaptive Modulation and Coding

In traditional digital communication systems, the modulation is designed
to cope with channel variations in a worst-case manner, that is, the system
contains so much overhead that it can cope with the worst-case scenarios
and still deliver an error rate below a specified limit. For wireless systems
this implies the use of a simple modulation scheme, and a complex error-
correcting code since a minimum SNIR cannot be guaranteed. When the
coding fails to compensate for temporary bad conditions, higher layers in the
protocol stack will ensure that the information is correctly and completely
transmitted, if required, by requesting a re-transmission of the erroneous
data. We wish to avoid all of this by adapting our demands on the channel
as it varies. By changing the modulation format as the channel SNIR varies,
through adaptive modulation, we accomplish a more stable performance
with less re-transmissions [23, 49, 54, 82, 83]. In an adaptive modulation
system, the symbol alphabet can be varied from one symbol to the next.
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Figure A.3: The bar plots show the result of applying the same channel impair-
ments to a mobile, using adaptive modulation with two different target symbol error
rates (10−3 on the left hand side, and 10−2 on the right). The two top graphs show
the resulting number of transmitted bits for each time frame, which vary, since dif-
ferent modulation alphabets result in different bit rates for a constant symbol rate.
The two bottom graphs show the bit error rates, which are considerably lower than
the ones in Figure A.1, where the modulations were static. Note that the range of
the y-axes of the bit error rate graphs are smaller than those in Figure A.1.

It is, however, not practical to change the symbol alphabet too often, since
the receiver either has to be notified of the change, or it has to be able
to estimate the symbol alphabet currently in use. The rate at which we
are allowed to change the modulation alphabet should on one hand reflect
the added complexity of varying the modulation, including receiver setup
and signaling overhead, and on the other hand, the gain in having a highly
flexible modulation.

The modulation could be chosen so that it meets a required target error
rate, as in Figure A.2, dictated by the application that is currently using the
link. For instance, a speech application does not require as high a protection
as a data file transfer.

A.1.4 Link Level ARQ

It is far from obvious whether or not the link layer should be non-intelligent
and refrain from delivering the data without error. When reliable transport



196 A.2. ROBIN HOOD

protocols, such as TCP, exist on top of the link layer, it is tempting to let
them take care of transmission control issues. Traditionally, what the link
layer does at the receiver, is to check whether the received data is correct
or not, and if not, simply drop the received data chunk. However, there is
much to gain from a reliable link layer protocol. The link layer only handles
the connection between two neighboring nodes in a network, and does not
interfere with the end-to-end transmission control, which is handled by e.g.
TCP. Therefore we could allow the link layer to have its own automatic
repeat request (ARQ) system, through feedback of acknowledgment (ACK)
or negative ACK (NAK) signals. So instead of just dropping an erroneous
data chunk, it would send back a NAK and expect the transmitter to re-
transmit the same data [46]. Alternatively, if Hybrid ARQ [36, 37] is used, an
incremental piece of data which can be combined with the already received
data, is transmitted, yielding a lower code rate for each re-transmission.

The obvious advantage of this approach, compared to transport layer
ARQ, is the finer data granularity at this layer, and also the proximity in
the network between the communicating nodes, leading to shorter response
times. These features imply faster and more efficient re-transmissions, due
to the shorter latencies between the communicating nodes and the smaller
pieces of data that have to be re-transmitted.

The limitation on an ARQ system is imposed by the acceptable delay,
which is reflected in the maximum number of transmission attempts, before
regarding the data as outdated, or obsolete.

A.2 Robin Hood

With the Robin Hood algorithm [32], the scheduler performs the scheduling
in two rounds: The first round is performed by the MAXR algorithm, de-
scribed in Section 6.3.2. In the second round, resource bins are redistributed
from clients that have been over-supplied (rich), to clients that have been
under-supplied (poor), with respect to their admitted data. We call this
equalization the Robin Hood principle: To take from the rich, and give to
the poor. This algorithm is simple and it works as follows:

1. The initial allocation is done by the MAXR algorithm.

2. Find the rich and poor clients by comparing their allocations to their
amount of data in the queues (or admitted tokens in their buffers)

3. Loop until either no more rich or no more poor clients exist:
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(a) For the richest client, find its worst resource bin, in the sense of
providing the smallest contribution to its criterion.

(b) Among the poor clients, find the best client (in terms of the
largest contribution to the criterion) to use the resource bin found
in step 3a, and give the resource bin to her. In case two or more
poor clients have the same bin criterion, choose randomly among
them.

(c) Update the rich and poor variables.

A crucial requirement for the algorithm to converge is that never must any
rich clients become poor, or vice versa. This is realized by removing from
the re-distribution algorithm, the clients that happen to change status from
rich to poor,or vice versa.
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Appendix B
Analysis

B.1 Stability of the Scheduled Queueing System

In [34, 35, 78, 79], a family of wireless scheduling criteria functions, yield-
ing stable queues, have been suggested. In [78, 79] it is argued that any
scheduling criterion that maximizes a linear combination of the products
of different users queue sizes and their possible transmission rates, yields a
stable queueing system. Stability is expressed in terms of finite queue sizes
given bounds on the traffic and channel behaviours. The authors of [34, 35]
generalize this result by replacing the queue size with a non-decreasing func-
tion of the queue size, with some additional properties. In the more general
case from [34, 35], the expression that shall be maximized is given by

�µ[k] ∈ arg max
�η∈Ss[k]

N∑
i=1

fi(xi[k])ηi (B.1)

where xi[k] is the queue size for user i at time k, and ηi is the feasible
transmission rate for user i. The function fi(x) is the non-decreasing func-
tion of the queue size, and Ss[k] introduces the channel constraints at time
k. The criterion in (B.1) is intuitional in that it makes sense to assign a
high throughput to a large queue in order to guarantee queue stability and
maximize throughput simultaneously.

In this section we will compare our general criterion (6.1) with (B.1) and
other similar criteria in the literature [6, 5], in order to explain why the crite-
ria suggested in the literature enjoy the stability and throughput optimality
properties.
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B.1.1 Queue Stability for Linear Approximation

Recall our general criterion in (6.1). While n > 1, the criterion will pri-
oritize larger queues ru over smaller queues (if the allocation sizes au and
the weighting factors Pu are equal for all users). Thus, the exponent n is
required to be larger than 1 in order for the criterion to prioritize larger
queue sizes when making a scheduling decision. What the criterion does, is
that it forces the scheduler to make a decision at time t, that minimizes the
resulting value of the criterion at time t + 1−, when the decision has been
executed, but before new data has entered into the queues(thus the “−”
superscript on 1−). If we add a time index to (6.1) we will see this more
clearly.

J(t) =
U∑

u=1

Pu(t)|ru(t)|n (B.2)

J(t + 1−) =
U∑

u=1

Pu(t + 1−)|ru(t + 1−)|n (B.3)

=
U∑

u=1

Pu(t + 1−)|ru(t) − au(t)|n (B.4)

Thus we see that by properly choosing the allocation au at time t we mini-
mize the criterion value at time t+1−. Similarly to the outline in Section 6.2
for the case of n = 2, we now perform the linearization for the more general
case n > 1, using the alternative approach in Section 6.2.1. We will see that
this linearization leads to an expression similar to (B.1). Furthermore, we
will demonstrate that solving (6.1) will yield a higher throughput and thus
a larger stability region, than solving the linearized problem (B.8) below.

Starting from the expression for a general cost function

J =
U∑

u=1

g(ru) (B.5)

where we have omitted the allocation au, since we now regard it as a change
in the buffer level ru. Differentiate this expression with respect to ru.

δJ

δru
= g′(ru) (B.6)

If infinitisimally small changes δru of the buffer levels could be realized, they
would result in

δJ = g′(ru)δru (B.7)
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Consider a finite, realizable variation −∆ru, that represents a decrease in
buffer level due to a resource bin being assigned to client u. Here, ∆ru is the
amount of data, or tokens, that is removed from buffer u by allocating the
resources to the client u, which is the same as the quantity au above. Looking
at one resource slot at the time, we would assign the slot to the stream u
that would maximize −∆J in the current slot, i.e. pick for transmission
the stream u that maximizes the value −g′(ru)∆ru in each slot (∆ru ≤ 0).
Intuitively, this solution picks for transmission the user that yields the largest
reduction in the overall cost function (B.5).

∆J ≈ −g′(ru)∆ru (B.8)

Now recall that the quantities ∆ru = −au and that au are constrained by
the channel states, representing the amount of data that would be drained
from the queues due to a particular scheduling decision. Having a fixed slot
size in terms of number of symbols per slot, the amounts ∆ru are directly
proportional to the transmission rates ηu in each resource slot. Setting
pηu = −∆ru, fu(ru) = g′(ru), we obtain (B.1) from (B.8). The summation
in (B.1) is only required when multiple queues transmit within the same time
slot k, which is built into the feasible rate constraint �η ∈ Ss[k]. Dropping the
constant p, that maps the transmission rate to the amount of transmitted
data, does not change the discriminatory functionality.

We find that the explicit minimization of (a function of) the queue sizes
in (B.5) yields an implicit maximization of the transmission rate that can
be explicitly expressed through the linear approximation (B.8). In turn,
(B.8) can be translated into (B.1). Using the results from [34, 35], we
require for stability that g′(ru) is a non-decreasing function of ru, and that
limru→∞ g′(ru) = ∞.
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Appendix C
Words, Symbols, and Acronyms

C.1 Words

access network The last part of the network, where the accessing hosts
reside. To be separated from the transportation, or backbone, net-
work.

access point A network component through which a host is accessing the
fixed network. In this work, it is a radio station, attached to the fixed
network, through which a mobile host is communicating.

access router The first (or last) router that a data packet passes on its
way through the network. Hosts communicate directly with access
routers on the network layer (although the data packet may pass one
or several switches on the link layer).

channel capacity In this thesis it is used as defined in Definition 4.1 on
page 58. Our definition is different from the classical Shannon capacity
[68].

client A client is a consumer of server resources. A client generates revenue
for the owner of the server. In this thesis, the users of the wireless links
are regarded as clients in the client-server context, where the radio
links are the resources of the server. The schedulers should assign
server resources to the clients in a cost-efficient way. In this thesis,
the words session, client, host, and user, may be used interchangeably
when there is no risk for confusion. However, a user may utilize more
than one client.
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fading Temporary loss of signal power due to radio interference or shadow.

header The part of a data packet that contains control and security infor-
mation. Each layer in the OSI-stack may add its own header to the
data packets. To be separated from the content or payload part of a
data packet.

host A machine on a network, capable of running user application pro-
grams. A mobile phone is a host and a home PC also is a host. A
router is not a host. In this thesis, the words session, client, host, and
user, may be used interchangeably when there is no risk for confusion.

jitter The deviation in the transmission delay for a packet stream. Defined
as two times the number of micro-seconds that a packet can be early
or late, compared to the average delay.

mobile host A host that is mobile. In this work, the mobile host is also
assumed to be communicating with another host over a radio link,
through a (wireless) access point.

modulation The process of translating digital information into physically
measurable and transportable signals.

payload The content of a data packet that the higher layer in the protocol
stack submits for delivery. To be separated from the header.

protocol A language and a set of rules for how two parties should commu-
nicate.

router A machine that works as a network node at the OSI-stack network
layer in a packet-switched communication system. It reads the des-
tination IP (and source IP) from the incoming packets and delivers
them on the right output port, according to a router table, so that
it reaches the right host. Routers send messages between themselves
about changes in the network topology.

scheduling Rules for how different clients in a queuing system should be
served. A common scheduling algorithm is Round-Robin, that simply
allocates resources for a pre-defined amount of time to clients in a
cyclical order.

session A session is an activity period of a client. During a session, a client
may produce work (data packets) that the server (the wireless link)
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has to serve. The scheduler should assign the server resources cost-
efficiently. In this thesis, the words session, client, host, and user, may
be used interchangeably when there is no risk for confusion. However,
a user may run more than one session.

transport network The backbone part of the network, only containing
routers and high speed links. To be separated from the access network.

user A user is an owner of a client. In this thesis, the words session, client,
host, and user, may be used interchangeably when there is no risk for
confusion. However, a user may utilize more than one client.

C.2 Symbols

au Allocation vector element, containing the number of BPSK bins assigned
to client u by the scheduler.

Bu(t0, t1) Achieved transmission during time t0 ≤ t ≤ t1.

Cu Average allocated bin capacity, defined in Definition 4.3 on page 59.

C(u, s) Bin capacity, defined in Definition 4.1 on page 58.

C̄u Average bin capacity, defined in Definition 4.2 on page 58.

ds Decision vector element, containing the index to a client that has been
assigned resource bin s.

eu Price value from price model for client u.

Eu Cost efficiency, defined in Definition 3.4 on page 49.

h Feedback factor, giving the average number of resource claims per avail-
able resource slot, see Example 4.4 on page 66.

H Total amount of resource claim feedback allowed on a link, see Exam-
ple 4.4 on page 66.

Iu Token rate for client u, admitted by the service level controller (SLC).

Iu, Iu Minimum and maximum rate limits, respectively, assigned by the
admission policy (AP).

K, KD, KI Gain factors in the PID controller, see Definition 3.3 on page 47.
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Ku Individual PID controller gain factor for client u, see Example 3.6 on
page 49.

Pu Weighting factor in the quadratic criterion.

Pue Externally assigned priority for the quadratic criterion.

Pui Internally calculated compensation factor, to balance the internal pri-
ority in the quadratic criterion.

ru Buffer level, or, token bucket level for client u.

Ru(t) Transmission rate for client u during time slot t. It is defined in
Definition 7.1 on page 113.

s Index over resource bins.

S Total number of available resource bins during one scheduling round.

u Index over users, clients, or sessions.

U Total number of active users, clients, or sessions.

C.3 Abbreviations and Acronyms

3GPP Third Generation Partnership Project. A collaborative organization
consisting of international standard bodies within telecommunications
and computer communications.

AC Admission Controller. Consists of an AP and an SLC. It performs
revenue-aware link load balancing.

AP Admission Policy. The part of the Admission Controller that handles
admission and rejection decisions, and sets the service level limits that
the SLC must maintain.

ARQ Automatic Repeat reQuest. A mechanism that handles repetition
of erroneously received data. Comes in many flavors with varying
features and complexity.

BER Bit Error Rate. Expressed as the ratio between erroneous bits and
total number of bits.

BPSK Binary Phase Shift Keying. PSK with two possible symbols, result-
ing in a rate of one bit per symbol (M = 2, R = 1).
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CDMA Code Division Multiple Access. Method for multiplexing many
communication channels onto one common physical channel. The
channels are divided by individual codes and resolved by, for example,
matched filtering.

FDD Frequency Division Duplex. Method for multiplexing transmissions
in two directions over the same physical media. In FDD, the two com-
municating nodes transmit at two different carrier frequencies, avoid-
ing collisions.

FEC Forward Error Correction. Link layer functionality for protection
against erroneous reception of transmitted data. Has ability to dis-
cover and correct errors in the received data.

GSM Global System for Mobile communications. Standard for second gen-
eration mobile communications.

IETF Internet Engineering Task Force. A community of experts concerned
with the evolution of the Internet.

IP Internet Protocol. Network layer protocol for communication on the
Internet. The current version of IP is called IPv4, and work is on-going
on the development of version 6, IPv6, with a richer functionality and
a larger address space.

OFDM Orthogonal Frequency Division Multiplexing. Method for trans-
mitting over densely separated frequency channels in parallel.

PID Proportional, Integrating, and Differentiating controller. Simple feed-
back controller with integrating and differentiating action.

PSK Phase Shift Keying. Modulation method where information is stored
in the phase of the transmitted signal.

QAM Quadrature Amplitude Modulation. Amplitude modulation method
where amplitudes in two orthogonal phase angles are used.

QoS Quality of Service. Practical buzz-word referring to the problem of at-
taining certain service levels in best-effort packet networks, by adding
rules to distinguish different packets, and rules for how these different
packets should be served.

QPSK Quaternary Phase Shift Keying. PSK with four possible symbols,
resulting in rate of two bits per symbol (M = 4, R = 2).
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RTT Round-Trip Time. A state variable in TCP, representing the time it
takes for a packet to reach the destination and the ACK to return to
the sender.

SLC Service Level Controller. Adapts the admitted service levels to the
current channel properties, within the limits set by the AP.

TCP Transmission Control Protocol. Transport layer protocol for reliable
delivery of data.

TDD Time Division Duplex. Method for multiplexing transmissions in two
directions over the same physical media. In TDD, the two communi-
cating nodes take turns in transmitting, avoiding collisions.

UDP User Datagram Protocol. Transport layer protocol for fast, unreliable
delivery of data.

WCDMA Wide-band CDMA. A standardized radio interface for UMTS.
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förutsättningar för framg̊ang. Master’s thesis, Institute of Economic Research,
Lund University, Sweden, 2001.

[4] M. Andrews, K. Kumaran, K. Ramanan, A. Stolyar, R. Vijayakumar, and
P. Whiting. CDMA data QoS scheduling on the forward link with variable
channel conditions. Technical report, Bell Laboratories, Lucent Technologies,
2000.

[5] M. Andrews, K. Kumaran, K. Ramanan, A. Stolyar, R. Vijayakumar, and
P. Whiting. Scheduling in a queueing system with asynchronously varying
service rates. Probability in Engineering and Informational Sciences, to appear
2004 (previous version as technical memo: CDMA Data QoS Scheduling on
the Forward Link with Variable Channel Conditions, Bell Labs, 2000).

[6] M. Andrews, K. Kumaran, K. Ramanan, A. Stolyar, P. Whiting, and R. Vi-
jayakumar. Providing quality of service over a shared wireless link. IEEE
Communications Magazine, pages 150–154, Feb. 2001.
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A. Vedrine, and K. Balachandran. The GSM/EDGE radio access network -
GERAN; system overview and performance evaluation. In Proc. IEEE Vehic-
ular Technology Conference, pages 2305–2309, Tokyo, Japan, May 2000.

[34] A. Eryilmaz, R. Srikant, and J. R. Perkins. Stable scheduling policies for fading
wireless channels. Technical report, University of Illinois, Urbana-Champaign,
http://www.comm.csl.uiuc.edu/˜ srikant, 2002.

[35] A. Eryilmaz, R. Srikant, and J. R. Perkins. Stable scheduling policies for fading
wireless channels. In Proc. IEEE International Symposium on Information
Theory, page 454, Yokohama, Japan, June 2003.

[36] S. Falahati. Convolutional codes for wireless packet data systems. Licentiate
Thesis, Chalmers University of Technology, Feb. 2000.

[37] S. Falahati. Adaptive Modulation and Coding in Wireless Communications
with Feedback. PhD thesis, Chalmers University of Technology, Göteborg,
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